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Equational reasoning

We will give a minimal description of natural
numbers in which 2 + 2 = 4 makes sense and
can be proved automatically

Natural numbers:

0,5(0),s(s(0)), 5(s(s(0))), - - -
These are the closed terms composed from the

constant 0 and the unary symbol s

Here a term is called closed if it does not
contain variables

We want to show that

5(s(0)) + 5(5(0)) = s(s(s(5(0))))

Here + is a binary operator written in infix
notation
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This claim only holds if we have some basic
rules for +:

terms composed from the constant 0 and the
unary symbol s

Hence we need rules by which every closed
term containing the symbol 4+ can be rewrit-
ten to a closed term not containing +

One way to do so is:

O+x=2z

s(z) +y=s(z+y)
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What is the meaning of such rules?

e For variables (here: z,y) arbitrary terms
may be substituted

e These rules may be applied on any sub-
term of a term that has to be rewritten

In case the rules are only allowed to be applied
from left to right we write an arrow — instead
of =

The rules are called rewrite rules
A set of such rewrite rules is called a

term rewrite system (TRS)
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In order to define this more precisely, first we
define terms and substitution

A set X of function symbols is called a signa-
ture

Function symbols symbols have an arity =
0,1,2,3,..., indicating the number of argu-
ments it expects



A function symbol of arity 0 is also called a
constant

In our example we have
e the function symbol s of arity 1
e the function symbol + of arity 2

e the constant 0
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We inductively define:

A term is

e a variable, or

e a function symbol of arity n applied on
n terms

The default notation is prefix, i.e., the sym-
bol f applied on terms tq,...,t, is written as

ft1,. .. tn)

For some symbols (in our case +) an infix
notation is more standard, however, this re-
quires some extra rules of how to deal with
parentheses and priorities

For a constant ¢ we also write ¢ for the corre-
sponding term rather than ¢()

For a signature ¥ and a set X of variables
the corresponding set of terms is denoted by
T(%,X)
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A substitution is a map from variables to
terms

A substitution ¢ can be extended to arbitrary
terms by inductively defining:

xo = o(x)
for every variable x and

f(t17"'7tn)azf(t107"'atna)

for every function symbol f

So to is obtained from ¢ by replacing every

variable z in ¢ by o(z)
For instance, if o(z) = y and o(y) = g(z)

then

Definition:

A term rewrite system (TRS) R over a sig-
nature ¥ is a subset of 7 (X, X) x T (%, X)

An element (¢,7) € R is called a rule and is
usually written as ¢ — r instead of (¢,7)

¢ is called the left hand side and r is called
the right hand side of the rule

The rewrite relation — g is defined to be the
smallest relation —p C T(X,X) x T(X,X)
satisfying:

e lo —p ro for every { — r in R and
every substitution o

o if t; = uj and t; = u; for every i # j,
then f(t1,...,tn) —r f(u1, ..., un)
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This last property causes that application of
rules is allowed on subterms

For instance, if the TRS R consists of the rules
+(0,2) =z, +(s(x),y) = s(+(z,y))

(the same as before, now in prefix nota-
tion)
then indeed 2 + 2 = 4 holds:

+(5(5(0)),5(s(0)))  —r  s(+(s(0),5(s(0))))

—r s(s(£(0,5(5(0)))))
—_—

—r 5(s(s(s(0))))
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A term t is called a normal form if no w
exists satisfying t —p u

Computation

rewrite to normal form

apply rewriting as long as possible

So in our example rewriting to normal form of
the term 242 represented by +(s(s(0)), s(s(0)))
yields the term 4 represented by s(s(s(s(0))))

A term ¢ is called a normal form of a term
u if t is a normal form and u rewrites to ¢ in
Zero or more steps.
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A rewriting sequence is also called a reduc-
tion; it can be infinite, unfinished, or end in
a normal form

Rewriting to normal form is the basic formal-
ism in several kinds of computation

In particular, it is the underlying formalism
for both semantics and implementation of func-
tional programming, in which the function
definitions are interpreted as rewrite rules
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Example

rev(nil) = nil

rev(a : x) = conc(rev(x),a : nil)
conc(nil,z) = x

conc(a : x,y) = a : conc(z,y)

Here a,x,y are variables, and = corresponds
to — in rewrite rules

Then we have a reduction to normal form
rev(1:2:nil) —
conc(rev(2:nil),1:mil) —
conc(conc(rev(nil),2:nil),1:nil) —
conc(conc(nil,2:nil),1:mil) —
conc(2:mil,1:nil) —

2:conc(nil,1:mil) —
2:1:nil
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Without extra requirements a term can have
no normal form, or more than one normal
form

For instance, with respect to f(z) — f(x) the
term f(a) does not have a normal form

For instance, with respect to f(f(z)) — a the
term f(f(f(a))) has two normal forms a and

f(a)
Now we investigate some nice properties forc-

ing that every term has exactly one normal
form
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Nice properties:

e R is terminating (= strongly normal-
izing, SN):

no infinite sequence of terms
t1,t9,1s, ... exists such that t; —g
ti+1 for all 7

e R is weakly normalizing (WN) if ev-
ery term has at least one normal form

e Ris confluent (= Church-Rosser, CR):

ift =% wand t —% v then a
term w exists satisfying u —%
w and v —{ w

e Rislocally confluent (= weak Church-
Rosser, WCR):

ift - g uwandt —g v then a
term w exists satisfying u —%
wand v —% w



Here —7% is the reflexive transitive closure of
—R,i.e., t =5 uif and only if ¢ can be rewrit-
ten to w in zero or more steps
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Property
If a TRS is terminating, then every term
has at least one normal form

Proof: rewriting as long as possible does not
go on forever due to termination
So it ends in a normal form

The converse is not true: the TRS over the
two constants a, b consisting of the two rules
a — a and a — b is weakly normalizing since
the two terms a and b both have b as a normal
form, but it is not terminating due to

a—a—a—a—- -
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Property
If a TRS is confluent, then every term has
at most one normal form

Proof: Assume ¢ has two normal forms u, v’
Then by confluence there is a v such that
* !/ *

u—pvand u —Hv
Since u,u’ are normal forms we have u =

v =
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Termination of term rewriting is undecidable,
i.e., there is no algorithm that can decide for
every finite TRS whether it is terminating

This can be proved by transforming an arbi-
trary Turing machine to a TRS and prove that
the Turing is halting form every initial config-
uration if and only the TRS is terminating

A Turing machine (Q, S, ) consists of

e a finite set @) of machine states

e a finite set S of tape symbols, including
O € S representing the blank symbol

e the transition function § : Q x .S — @ x
S x {L,R}

Here 6(q,s) = (¢, s', L) means that if the
machine is in state ¢ and reads s, this s is
replaced by s, the machine shifts to the left,
and the new machine state is ¢/

Similar for d(¢q,s) = (¢/,s’, R): then the
machine shifts to the right
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This Turing machine behaviour can be sim-
ulated by a TRS: for a Turing machine M =
(Q, S,0) we define a TRS R(M) over QU S U
{b} where

e symbols from () are binary
e symbols from S are unary

e b is a constant representing an infinite
sequence of blank symbols

The configuration with tape

...00o0s

mS;nfl s 8/18182 - sp_18, 0000 - -

in which the Turing machine is in state ¢ and
reads symbol s; is represented by the term

q(s1(85( -+ (57 (D)) - ), s1(s2(- -~ (0 (D)) -+ )
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For the Turing machine M = (@, S, ) the
TRS R(M) is defined to consist of the rules

q(z,5(y)) — ¢'(s'(x),y)
for all (¢,s) € Q x S with d(q,s) = (¢, s, R),
and
q(t(z),s(y)) — d'(z,t(s'()))

for all (q,s) € Q x S with d(q,s) = (¢, ¢, L),
forallt € S



and some extra rules representing b to consist
of blank symbols

Theorem
M halts on every configuration if and only
if R(M) is terminating

Consequence: TRS termination is undecid-

able
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Although termination is undecidable, in
many special cases termination of a TRS can
be proved

General technique:

Find a weight function W from
terms to natural numbers in such
a way that W(u) > W(v) for all
terms u, v satisfying u —g v

If such a function W exists then R is terminat-
ing since an infinite rewriting sequence would
give rise to an infinite decreasing sequence of
natural numbers which does not exist
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In our example
+(0,z) — x,

+(s(2),y) — s(+(2,9))

we find such a weight function W by defining
inductively

W(0) =1
W(s(t))=W(t)+1
W(+(t,u)) = 2W () + W(u)
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The general idea of weight functions is too
general:

It allows arbitrary definitions of weight func-
tions, and we have to prove that W (t) > W (u)
for all rewrite steps t —pg u, while typically
there are infinitely many of them

Now we work out a special case of this idea of
weight functions in such a way that for finding
a termination proof we only have to

e choose interpretations for the (finitely
many ) operation symbols rather than for
all terms, and

e check W (¢) > W (r) for the (finitely many)
rules ¢/ — r rather than for all rewrite
steps
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For every symbol f of arity n choose a mono-
tonic function [f] : N" — N

Here monotonic means:

if for all a;,b; e Nfori=1,...,n
with a; > b; for some ¢ and a; = b;
for all j # i then

[f1ar, .. an) > [f1(b1, .-, bn)
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Examples

AT - T

Ar-xz+1

Az - 2x

Az, y-x+y

Ar,y-x+y+1

Az, y-2x 4y
are monotonic

AT -2

AT, Y- x
are not monotonic
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Let X be the set of variables

For a map a : X — N the weight function
[,a] : T — N is defined inductively by

[z, 0] = a(),



(f(t1,-..

Theorem

Let R be a TRS and let [f] be chosen such
that

7tn)aa] = [f]([tha]: SRR} [tma])

e [f] is monotonic for every symbol f, and

o [{,a] > [r,a] for every o : X — N and
every rule £ — r in R

Then R is terminating
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Proof sketch:

Assume R admits an infinite reduction

t1 > rl2 2R3 =R """
Using monotonicity one proves that if t —g u
and « : X — N then [¢, o] > [u, o]

Choose o : X — N arbitrary, then we have
[t1,a] > [to,a] > [t3,a] > ---

being an infinite decreasing sequence of natu-
ral numbers, contradiction
(end of proof sketch)

Often the interpretations [f] are polynomi-
als, therefore the full interpretation is called
a polynomial interpretation
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Example
For our TRS R consisting of the rules
+(0,2) =z, +(s(x),y) — s(+(z,y))
we choose monotonic functions
0]=1, [s](z)=z+1,
[+)(z,y) =22 +y

Now indeed for every o : X — N we have

[+(0,2), 0] = 2+ a(z) > a(z) = [z, o]

and
[+(s(@), y), 0] =2(a(z) + 1) + a(y) >

(2a(z) + a(y)) + 1= [s(+(2,9)), o]

proving termination
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Example

For the TRS R consisting of the single rule

fg(x)) — g(g(f(x)))
we choose monotonic functions
[fl(z) =3z, [g](z) =2z +1
Now indeed for every a : X — N we have
[f(9(2)), o] = 3(e(x) + 1) >
3a(r) +1+1=[g(g(f(2))), o]

proving termination
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Example

The single rule f(x) — g(f(x)) is not termi-
nating, but by choosing

[fl(z) =2 +1, [gl(x) =0

for every oo : X — N we have
[f(z),0] = afz) +1 >0 = [g(f(x)), o]

Where is the error?
[g] is not monotonic

So monotonicity is essential
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Another technique: lexicographic path
order



Choose an order > on the set of function o (s(z),y) >f§ﬁ (z,y), follows from s(x) >0
symbols T

Theorem

If £ >y r for all £ — r in R, then R is 39
terminating

Hence ¢ >y, r for all rules £ — r, proving
termination

Before this makes sense we have to define
/ characterize >p,
Checking termination by lexicographic path
order is easy to implement; do not choose > in
advance but collect requirements on > during
the process of proving ¢ >, r

f(t, . tn) >ipo u <=
o Ji:t;=uVt; >y u, or

o u=g(uy,...,uy) and
Vi: f(ti,...,tn) >ipo u; and either

Several more techniques for proving termina-

— >
J>g.or tion have been developed
— f=gand
(t t) Sl (u ) Several tools have been developed by which
Leeotn) Zipo ARy -+ oo Bm termination of a TRS can be proved fully au-
tomatically: AProVE, TTT2
31
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Lemma
If s is a proper subterm of ¢, then ¢ >§;§ s Recall:
Proof: Easily follows from first bullet e R is confluent (= Church-Rosser, CR):
Example if t =% wand t —% v then a
For the rule term w exists satisfying u —7}
w and v =% w
+(0,2) >z
we have +(0,z) >0 « by this lemma e Rislocally confluent (= weak Church-

Rosser, WCR):
For the rule

if t -gp v and t —g v then a
+(s(z),y) = s(+(z,y)) term w exists satisfying u —7,

) ) w and v = w
we choose + > s, then by the second item it

remains to prove

H(s(2),y) >1po +(x, ) 34

Confluence is strictly stronger than local con-

Again using the second item we have to fluence:

prove a—b
o +(s(z),y) >ipo x, follows from lemma b—a
o +(s(z),y) >ipo y, follows from lemma a—c

b—d



is locally confluent:

if t —gp uw and t —p v then either

e ¢t = qa, then choose w = ¢, or
e ¢ = b, then choose w =d

In both cases we conclude v —75 w
and v =% w

but not confluent:

for t = a,u = ¢,v = d we have
t —% uand t —7% v, but no w ex-
ists satisfying u —% w and v —%
w
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Newman’s lemma (1942):

For terminating TRSs the properties conflu-
ence and local confluence are equivalent

For the proof of Newman’s lemma we will use
the principle of well-founded induction

Note that SN(—), CR(—) and WCR(—) all
can be defined for arbitrary binary relations
—, in which general setting we will prove New-
man’s lemma

So SN(—) simply means the non-existence of
an infinite sequence t; — t9 — t3 — - - -

We write —7 for the transitive closure of —:
one or more steps
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Principle of well-founded induction

Assume there exists ¢ such that —P(t)

Then the induction hypothesis does not hold
for this ¢, so -Vu(t -1 u = P(u)), yielding
u such that ¢ =% w and =P (u)

Repeat the argument for u, yielding a v, and
so on, so yielding an infinite sequence

+ + + ...

t—"u—"v—

contradicting SN(—) (End of proof)
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Proof of Newman’s Lemma

Assume SN(—) and WCR(—), we have to
prove CR(—)

So assume t —* u and t —* v; we have to find
w such that v —* w and v —* w

We apply the principle of well-founded induc-
tion for P(t) defined by

P(t) =
Vu,v:(u "t —="v = Jw:u—"w"0)
If t = u we may choose w = v
if t = v we may choose w = u

In the remaining case we have t —* u and
t—To

Writet - u; - vand t — vy —=*v
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Using WCR there exists w; such that u; —*
wy and v —* wy

Using the induction hypothesis on u; there
exists we such that wy —* we and u —™* wo

Now we have v; —* wo and v —* v; using

If SN(—) and V¢( Vu(t =T u = P(u)) = p(t))the induction hypothesis on v; there exists w

Induction Hypothesis
Then P(t) holds for all ¢

(think of ¢ — u as t > u, then this coincides
with well-known induction)

Proof of this principle:

such that wy —* w and v —* w

*

t — U — U
I WCR [« IH [
(% —* w1 —* w9
L IH L

v —* w



Since u —* wy we have u —* w, and we are
done
(End of proof)
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Both confluence and local confluence are un-
decidable properties

However, for terminating TRSs there is a sim-
ple decision procedure for local confluence,
and hence for confluence too

Idea:

analyze overlapping patterns in left
hand sides of the rules, yielding
critical pairs

In our example there is no overlap, hence our
example is locally confluent

Since we observed it is terminating, by New-
man’s lemma it is confluent
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Definition of critical pairs

Let /1 — 71 and ¢ — ry be two (possibly
equal) rewrite rules

Rename variables such that ¢, 5 have no vari-
ables in common

Let ¢t be a subterm of ¢5, possibly equal to £o;
t is not a variable

Assume t, /1 unify, i.e., there is ¢ such that
to = tio0

Now /90 can be rewritten in two ways:
e to o0, and
e to a term wu obtained by replacing its
subterm to = {10 by rio
In the above situation the pair [u, roo] is called
a critical pair

The substitution ¢ can be found in a system-
atic way if it exists; the result is called most
general unifier (mgu)
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Example
Assume we have rules for arithmetic including
— 0

—(s(@),y) — s(=(z,9))

Then —(s(x),s(z)) can be rewritten in two
ways:

e to 0 by the first rule
e to s(—(z,s(z))) by the second rule

Now [0, s(—(z, s(z)))] is a critical pair

More precisely, in the above notation we choose
e (1 — 11 to be the rule —(z,2) — 0

e /5 — 1y to be the rule —(s(z),y) —

s(=(2,9))
o t=1lr=—(s(x),y)

Indeed ¢, ¢1 unify, with mgu o:
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Example

Let R consist of the single rule
f(f(2)) — g(x)

By choosing
e /1 — 11 to be the rule f(f(z)) — g(x)
e (9 — 19 to be the rule f(f(y)) — g(v)
o t=f(y)
we see that ¢, /1 unify, with mgu o:
o(x) =z, oly) = f(x)

yielding the critical pair [f(g(z)), g(f(x))]



A critical pair [t,u] is said to converge if
there is a term v such that t =% vandu —% v
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Theorem
A TRS R is locally confluent if and only if all
critical pairs converge

Example

The single rewrite rule f(f(x)) — g(z) is not
locally confluent, so neither confluent, since
for its critical pair [f(g(x)),g(f(x))] no term
v exists such that

flg(x)) =g v and g(f(z)) =g v

This is immediate from the observation that
both f(g(z)) and g(f(z)) are normal forms
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For a term ¢ and a TRS R define

S(t) ={v|t =g v}

If R is finite and terminating then S(¢) is finite
and computable

Using the theorem, for a finite terminating
TRS R indeed we have an algorithm to decide
whether WCR(R) holds:

e Compute all critical pairs [t, u]

They are found by unification of left hand
sides with subterms of left hand sides:
there are finitely many of them

e For all critical pairs [t,u] compute

S(t) N S(u)
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A TRS is said to have no overlap if there
are only trivial critical pairs, i.e., the critical
pairs obtained by unifying a left hand side
with itself

A trivial critical pair always converges since
it is of the shape [t,?]

As a consequence, every TRS having no over-
lap is locally confluent
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It is not the case that every TRS having no
overlap is confluent:

dlx,z) — b
clx) — d(z,c(x))
a — c(a)

has no overlap but is not confluent:
c(a) —r d(a,c(a)) =g d(c(a), c(a)) —r b

c(a) =g c(c(a)) —F c(b)

while [b, ¢(b)] does not converge
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Write <7 for the reflexive symmetric tran-
sitive closure of —g, i.e., t <>} u holds if and
only if terms t1,...,t, exist for n > 1 such

that
e i1 =1t
o i, =u
e For every i = 1,...,n — 1 either t; —pg

ti+1 or ti+1 —R ti holds

A general question is: given R,t,u, does t <

e If one of these sets is empty then WCR(R) u hold?

does not hold

e If all of these sets are non-empty then
WCR(R) holds

This is called the word problem

In general the word problem is undecidable



However, in case R is terminating and conflu-
ent the word problem is decidable and admits
a simple algorithm
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A terminating and confluent TRS is called
complete

Now we give a decision procedure for the word
problem for complete TRSs

Rewriting a term ¢ in a terminating TRS as
long as possible will always end in a normal
form; the result is called a normal form of ¢

Theorem

If R is a complete TRS and ¢/, are normal
forms of ¢, u, then t «7%, w if and only if t' = v/
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For the proof we need a lemma that is easily
proved by induction on the length of the path
corresponding to t <73 u:

Lemma:

If R is confluent and ¢ <7} u then
a term v exists such that ¢t —% v
and u —5 v

Proof of the theorem:

If =« then t =} t' = v/ <7 u, hence
t—%u
R

Conversely assume t <7 u
Then t' «} t <5 u =% v/, hence ' <7, v/

According the lemma a term v exists such that
/ * / *

t" —pvand u —pHv

Since ',/ are normal forms we have
t'=v=1

(End of proof)
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The relation <7 is an equivalence relation,
and in a complete TRS the normal form is

a unique representation for the corresponding
equivalence class

According to the theorem there is a very sim-
ple decision procedure for the word problem
for complete TRSs:

In order to decide whether ¢ <% u, rewrite
e t to a normal form ¢/, en

e u to a normal form v/,

Then ¢ <7 u if and only if ¢ =/
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Example:
R consists of the rule s(s(s(x))) — =
Does s'7(0) <% s'°(0) hold?

We can establish fully automatically that this
is not:

e check that R is terminating

check that R is locally confluent

compute the normal form s(s(0)) of s17(0)

compute the normal form s(0) of s'°(0)

these are different, hence the answer is
No
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Often a TRS R is not complete, but a com-
plete TRS R’ satisfying

can be found in a systematic way

Finding such a complete TRS is called



(Knuth-Bendix) completion

The new complete TRS can be used for the
word problem and unique representation of
the original TRS

Often the original TRS is only a set of equa-
tions
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Idea of Knuth-Bendix completion

Fix a well-founded order > on terms, i.e.,
SN(>), that has some closedness properties:

e if t > u then to > wuo for every substi-
tution o

o ift >wuthen f(....t,...) > f(...,u,...)
for every symbol f and every position
for ¢

Such an order is called a reduction order,
and has the property:

If £ > r for every rule £ — r in R,
then SN(R)

A typical example of a reduction order is a
lexicographic path order

o4

Starting with a set E of equations and an
empty set R of rewrite rules, repeat the fol-
lowing until E is empty:

Remove an equation ¢ = u from F, and
e addt - uto Rift >u

eaddu—ttoRifu>t

e give up otherwise

After adding any new rule £ — r to R com-
pute all critical pairs between this new rule
and existing rules of R, or between the new
rule and itself

For every such critical pair [¢, u]

e R-rewrite ¢t to normal form ¢
e R-rewrite v to normal form '

e ift’ # v/, then add t' = v/ as an equation
to the set
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What can happen in this Knuth-Bendix pro-
cedure?

e it fails due to an equation ¢t = u in F for
which neither ¢ > u nor v > ¢ holds

e it fails since the procedure goes on for-
ever: F gets larger and is never empty

e it ends with F being empty
In the last case we really have success: then

e R is terminating since it only contains
rule £ — r satisfying £ > r

e R is locally confluent since all critical
pairs converge, so R is complete

e Convertibility <7 of the resulting R is
equivalent to convertibility of the origi-
nal F since in the whole procedure <% 5
remains invariant
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Example:

Let E consist of the single equation

Choose the lexicographic path order defined
by f>g

Since

F(F (@) >1po 9()



we add the rule f(f(z)) — g(x) to the empty
TRS R

Now the critical pair [f(g(z)),
rise to the new equation f(g(x)
E

g9(f(x))] gives
) = g(f(x)) in
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Since
f(9(@)) >1po 9(f ()

we add the rule f(g(x)) — g(f(x)) to the TRS
R

Together with the older rule f(f(z)) — g(x)
we get the critical pair [f(g(f(z))), g(g(x))]

Since g(g(x)) is a normal form and

F(g(f(2))) —=r 9(f(f(2))) —r 9(9(x))

no new equation is added to FE, and F is
empty

So we end up in the complete TRS R consist-
ing of the two rules

f(f(@) = g(x),  fl9(x)) — g(f(x))

having the same convertibility relation as the
original equation f(f(z)) = g(x)



