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Abstract

4.1 billion people around the world depend on GSM for at least a part of their day to day communi-
cation. Besides communication, more and more additional services - like payment functionality - are
being deployed on top of GSM. It has been over 20 years since GSM wasdesigned, and in that time
several security problems have been found, both in the protocols and in the - originally secret - cryp-
tography. However practical exploits of these weaknesses are complicated because of all the signal
processing involved and have not been seen much outside of their use bylaw enforcement agencies.

This could change due to recently developed open-source equipment and software that can capture
and digitize signals from the GSM frequencies. This might make practical attacks against GSM much
simpler.

This thesis discusses the current state-of-affairs in vulnerabilities of the GSM air-interface, using
open-source signal processing.

To this end some currently available open-source hardware and software which can be used for
signal capturing and some offshoot projects which specifically target GSM are described. Most im-
portantly these include the Universal Software Radio Peripheral (USRP) together with the GnuRadio
implementation for signal capturing and the AirProbe and OpenBTS project for handling GSM sig-
nals. An in depth view on the functionality of the air-interface of GSM and its security measures is
presented and the feasibility of several attacks on the GSM air-interface using the open-source tools
is discussed.
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Introduction

GSM was developed in the late 1980s and deployed in most Western countriesin the early 1990s.
Since then GSM has seen an enormous rise both in its coverage and in the number of subscribers.

GSM is perhaps the most successful technology of the last twenty years.A survey by the Inter-
national Telecommunication Union (ITU) showed that by the end of 2008 around 1.5 billion people
in the world (some 23%) use the Internet. But there were around 4.1 billion people in the world (over
60%) who had a mobile subscription, while over 90% of the worlds population lived in a region that
at least has access to GSM [1]. According to numbers by the GSM Association (GSMA) from 2005
the number of cell phones in circulation outnumbered that of personal computers and television sets
combined [2]. The African continent has seen the fastest growth in the number of subscribers, with
an increase of nearly 500% in eight years, while the number of subscriptions in Europe exceeds the
population by 11%. These are staggering numbers showing a tremendous spread of GSM technology.

Internet, its protocols and equipment, have seen a lot of scrutiny over the years. A lot of people
more or less understand the TCP/IP stack and tests against different equipment and configurations
happen all the time. In the mean time GSM has not received the same level of scrutiny, apart from
academic interest in the encryption. Its protocols are public, but mostly unknown and equipment is
not tested by its users.

There are several reasons for this lack of interest in GSM security. The specifications are mostly
public [3], but consist of around 2000 documents, each between a couple and several hundreds pages
long. Several books exists that describe the GSM protocols, but they are pricey and often over-
simplified or even incomplete. GSM research is also a lot more expensive thanInternet research. For
the latter all you pretty much need is a network card. But in the case of GSM, equipment capable of
demodulating the traffic signals with enough precision was ,until recently, very expensive and always
proprietary. In short, researching GSM requires much effort and was very costly.

However recently Software Defined Radio (SDR) solutions have appeared in signal processing,
that allow a lot of the traditionally hardware operations to be handled by software, opening up this
hardware oriented field to more software oriented experts. Especially the emergence of GNU Radio
and the Universal Software Radio Peripheral (USRP) has made precise signal processing available to
a much larger audience. It is a relatively cheap and fully open-source solution, backed by a large and
very diverse community. This SDR solution can handle the modulations and frequency ranges needed
for GSM. The security of GSM is paramount for the privacy of 4.1 billion subscribers and its intrinsic
security on the air-interface - the connection between mobile phone and celltower - may have just
turned to an intrinsic weakness by the arrival of SDR.

The fact that GSM has weaknesses is nothing new. The fact that GSM does not use mutual
authentication - a mobile phone authenticates itself to the cell tower, but not viceversa - was quickly

6



TRACES 7

seen as a problem [4]. Also GSM specifically does not use point to point encryption between callers.
It only encrypts the messages while on the air interface. This allows law enforcers to tap conversations
in the core of the GSM network.

During the development of GSM there was a fierce debate between NATO signals agencies on
whether GSM should use a strong encryption algorithm. In particular Germany, sharing a large border
with the Soviet empire, was a strong proponent for using strong encryption. France and most other
NATO countries were opposed [5]. Both factions proposed a design for the cipher, with the French
design finally becoming the A5/1 cipher used in GSM.

Once the, originally proprietary, cipher was reverse engineered several weaknesses where found
[6, 7, 8]. The first implementation of the encryption was also shown to be deliberately weakened by
setting the ten least significant bits of the key to zero [9]. Because of export restrictions on the A5/1
cipher an even weaker variant, A5/2, was created to be exported to less trusted nations.

Police typically uses so called IMSI-catchers, which can request the IMSI - a number identifying
the SIM card inside a mobile phone - of all phones in the vicinity. Using an IMSI-catcher the police
can recover the IMSIs of the phones of suspects, who typically use anonymous pre-paid SIMs. With
those IMSIs the police can then try to get a warrant for tapping those phones. Besides tapping phone
conversations in the GSM back-end, government agencies can also eavesdrop on the air-interface
directly. Commercial equipment for eavesdropping on GSM and the aforementioned IMSI catchers
are being sold restrictively to government officials [10].

So we know that a lot of these attacks are technically possible, but the equipment needed is very
pricey and sold restrictively. But again the surfacing of SDR technologymight bring these attacks
within reach of nearly everybody.

Meanwhile more and more services are being deployed on top of the GSM network, increasing
the incentive for criminals to attack GSM. In several countries you can payfor services or products
via text messaging. Several Internet banking applications use the mobile phone as an external (out-
of-band) channel to verify transactions. The Dutch ING bank stated only last January that they will
start to use the mobile phone to send users their password reminders, eventhough they already use
it for transaction verification [11]. Where previously making un-billed callswas the major economic
attraction in attacking GSM, increasingly real money can be made.

This thesis started as a research into the state-of-affairs in GSM vulnerabilities on its air-interface,
using the new SDR capabilities. This air-interface is called the Um-interface in official GSM termi-
nology. However, pretty soon the GSM standard itself proved a complicatedmatter that took a lot
of time to understand. So a large part of this thesis now focuses on describing the specifications and
verifying them where possible by captured signals. Hopefully this thesis can prove itself useful as a
starting point for people looking into GSM.

This thesis starts with a chapter on the open-source equipment and software available today that
might be used to attack GSM. Throughout this document actual GSM traces are shown to illustrate
the theory or specifications with practical real-world examples. Chapter 1 therefore pays special at-
tention to the equipment used to make these traces, during this research. Then a broad overview of the
entire GSM system is sketched out in chapter 2. Allthough this thesis focuseson the Um-interface,
it is unavoidable to know the basics of the setup of a GSM network. Chapters 3to 6 then focus on
the Um-interface at different levels. Chapter 3 again gives a more broad overview of the air-interface,
while chapters 4 to 6 describe the three most fundamental layers of the Um-protocol in detail. Chapter
7 focuses specifically on the encryption. It looks at the authentication in GSM and at the workings of
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the A5/1 encryption algorithm in detail. The security of GSM is assessed in chapter 8. First it looks at
the security goals of GSM and then some attacks against GSM are describedand their feasibility us-
ing the equipment described in chapter 1 is discussed. Finally some conclusions are drawn in chapter
8.2.5.

If this is your first introduction into GSM, then perhaps a word of warning isappropriate on the
sheer number of acronyms that will be introduced. There is actually a specification document which
consists of 10 pages filled with a listing of the acronyms used in the GSM specifications [12]. In this
thesis most often the acronyms are used to refer to objects or properties, instead of their full names.
This was done simply because all other material referring to GSM, whether itis the specification itself,
or books and articles on the matter, do the same. So if you ever pick up another source of information
on GSM you might already be used to some of the acronyms. In order to alleviate these pains, a listing
of all acronyms used in this thesis can be found at the back of this document(appendix A).



Chapter 1

Hardware and software

This chapter shows some of the hardware and software that can be usedtoday, to try and sniff GSM
traffic. Because the USRP hardware and the GNU Radio software were developed as an SDR imple-
mentation, we will first look at the principles of SDR. Then the USRP hardware is discussed and we
will look at some of the available open-source software. Finally the exact hardware and software that
where used during this research are mentioned.

1.1 Software Defined Radio (SDR)

Traditionally radio’s were a hardware matter. They are often very cheap, but also very rigid. A radio
created for specific transmit and receive frequencies and modulation schemes will never divert from
these, unless its hardware is modified. Please note that the word radio hereis used as a generic
transceiver using electro-magnetic waves for transmissions, not specifically as the device known for
the reception of programmed broadcasts made by radio stations.

The main idea behind Software Defined Radio (SDR), is to create very versatile transceivers by
moving a lot of the, traditionally, hardware functions into the software domain.However a radio can
never be purely software, because you need a way to capture and create the radio waves. Analog radio
waves can be converted to digital samples using a Analog to Digital Converter(ADC) and vice versa
using a Digital to Analog Converter (DAC). The ideal SDR scheme involves an antenna connected to a
computer via an ADC for receiving and via a DAC for transmitting. All the processing on the signals,
like (de)modulation, are then done in software, but the actual transceiving is done in the hardware
subsystem. This makes for a much more adaptable system, able to for instance receive GSM signals
as well as GPS and also television broadcasts by only changing something in the software.

This ideal scheme however is not practically viable, because in practice ADCs and DACs are not
fast enough to process a large portion of the spectrum and antennas are designed for specific frequency
bands. This has led to the creation of more extended hardware subsystemsfor SDRs. Typically such
a hardware subsystem consists of a wide band receiver that shifts a frequency band to a standard
intermediate frequency, which can be sampled by ADCs and the resulting digital signal can be sent to
a computer. Often other common equipment like amplifiers and band-pass filtersare also a part of the
hardware subsystem.

One of the most versatile and widely used SDR systems is GNU Radio, mostly combined with a
USRP as the hardware subsystem.

9



CHAPTER 1. HARDWARE AND SOFTWARE 10

1.2 USRP

The Universal Software Radio Peripheral (USRP) is designed as a general purpose hardware subsys-
tem for software defined radio. It is an open-hardware device developed by Matt Ettus and which can
be ordered through his company Ettus Research [13].

There are currently two types: the USRP1 and the USRP2. Both consist ofa motherboard which
contains a Field Programmable Gate Array (FPGA), Programmable Gain Amplifier(PGA), ADC(s),
DAC(s) and a communication port to connect it to the computer. Daughterboards can be plugged into
the USRP motherboard according to the specific frequency bands needed. These daughterboards can
be hooked up to appropriate antenna’s. On the receiving path (RX), a daughterboard captures the
required frequency range and sends it through the PGA, possibly amplifying the signal, towards the
ADC. The resulting digital signal is passed on to the FPGA, where it is transformed into 16 bit I and
Q samples. These are complex samples, with the real part (Q) describing thecosine of the signal, and
the imaginary part describing the sine of the signal plus 90 degrees. One sample is thus 32 bit long
and can be sent to the host computer through the communication port, for further processing.

The FPGA and the host CPU both do some processing on the signal, and though the exact di-
vision of labor can be changed, standard the high speed general purpose processing, like down and
up conversion, decimation, and interpolation are performed in the FPGA, while waveform-specific
processing, such as modulation and demodulation, are performed at the host CPU.

The USRPs have a 64 MHz crystal oscillator internal clock. Most GSM implementations use a 13
MHz symbol clock with a much better accuracy. Of course the 64 MHz samplescan be re-sampled to
(a multiple of) 13 MHz, and all of the software discussed in this chapter perform these calculations on
sampling rates that are not dividable by thirteen. However this brings an extra computing complexity.
Also the USRPs oscillators are much less accurate and can show quite some drift, resulting in bad
reception. An external clock can be attached to the USRPs. Choosing a multipleof 13 MHz external
clock solves these issues.

1.2.1 USRP1

The USRP1 has four daughterboard slots. Two for receiving and two for transmitting. It contains four
12 bit ADCs (two for every receive board), that have a sampling rate of64 Msamples per second.
Nyquist’s theorem states that you need a sampling rate of at least 2 times the frequency you wish
to capture in order to be able to reconstruct the signal [14]. Thereforethe USRP1 can capture a
bandwidth of 32 MHz at once, for every receive daughterboard. There are also four 14 bit DACs with
a sampling rate of 128Msamples per second. Making the maximum transmit frequency band 64 MHz
wide.

At the heart of the USRP1 lies its FPGA, an Altera Cyclone EP1C12. This FPGA can be pro-
grammed using the Verilog hardware description language. The compiler forthis can be downloaded
for free from the Altera website [15]. The communications port is a USB 2.0 chip, with a practical
maximum data throughput of 32 Mbyte/s. Since the analog signals are processed into 16 bit I and Q
channels, this limits the data throughput to 8 Msamples per second.

1.2.2 USRP2

The USRP2 contains only two daughterboard slots. One transmit and one receive side. It does contain
faster and higher resolution ADCs and DACs. Two 14 bit 100 Msamples persecond ADCs and two
16-bits 400 Msamples per second DACs. So it can capture a bandwidth of 50 MHz and transmit
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on a bandwidth of 200 MHz wide. With respect to the USRP1, the USRP2 also contains a much
faster FPGA (Xilinx Spartan 3-2000) and an ethernet port instead of theUSB connection. The gigabit
ethernet port allows for over 3 times higher bandwidth throughput.

The USRP2 is much more costly however; double the price of an USRP1.

1.2.3 USRP Daughterboards

Different frequencies require different antennas and sometimes different signal processing, like ampli-
fiers or filtering, to receive or transmit correctly. So in order to keep the USRPs as general as possible
the actual receiving and transmissions are handled by daughterboardsthat can be plugged into the
USRP motherboard. These daughterboards are specifically meant for certain frequency bands. Cur-
rently there are thirteen daughterboards available, of which three are interesting in relation to GSM
signals:

• DBSRX, a 800 MHz to 2.4 GHz Receiver.

• RFX900, 800-1000MHz Transceiver, 200+mW output.

• RFX1800, 1.5-2.1 GHz Transceiver, 100+mW output.

The most used GSM frequencies are GSM900 (890.2-959.8 MHz) and GSM1800 (1710.2-1879.8
MHz) in Europe, and GSM850 (824.0-894.0 MHz) and GSM1900 (1850.0-1990.0 MHz) in America
and Canada. The DBSRX board covers all these frequencies, but is only a receiver board. In order
to actively transmit a RFX board is needed. Keep in mind that most countries require a license to
transmit on these frequencies.

1.3 Hardware used for this thesis

With regard to GSM the USRPs have some restrictions. Table 3.1 shows the different GSM frequency
bands. GSM900 has a bandwidth of 70MHz, two times 25MHz for the up and downlink and a 20
MHz unused guard band between them. GSM1800 uses 75MHz for its uplinkand 75MHz for its
downlink. This means that the USRP1 can only capture the up or the downlink of a GSM900 signal
at one time. However because the USRP1 can be equipped with two receiveboards an entire conver-
sation on GSM900 can still be captured, although sampling two frequency bands at once will run into
limitations at the USB data rates. The GSM1800 uses too wide a bandwidth for capturing with any
USRP at this time. The USRP2’s better specifications of both the communication port and the FPGA,
make the USRP2 the better tool for capturing GSM.

For this thesis we used a USRP1 together with a DBSRX daughterboard. At the time this research
started the USRP2 was not yet available, so there was no active choice there. The DBSRX board
was chosen because it can be used for nearly all GSM frequencies and is a receive-only board, since
transmissions on GSM frequencies are illegal in the Netherlands without a license.

No external clock was used, and for most reception tasks, this proved hardly a problem. Some
packages may suddenly arrive garbled, which is possibly due to the inaccuracy of the USRP clock,
but this does not occur often enough to be problematic. Literature suggests that these issues become
much more troublesome when you are turning your USRP into a GSM cell tower [16].



CHAPTER 1. HARDWARE AND SOFTWARE 12

1.4 GNU Radio

GNU Radio [17] is a free software toolkit licensed under the GPL for implementing software-defined
radios. It was started by Eric Blossom. It works with several different types of RF hardware, like
soundcards, but it is mostly used in combination with an USRP. Basically GNU Radio is a library
containing lots of standard signal processing functions. These functions, usually called blocks, are
often divided into three categories: source blocks (USRP drivers, but also file readers and tone gen-
erators), sink blocks (USRP drivers, graphical sinks like an oscilloscope and soundcard drivers) and
processing blocks (like filters, FFT and (de)modulations). These blockscan be attached to each other
to make a graph.

All the low level blocks are written in C++, while higher level blocks and GNU Radio graphs
are made in Python. These two languages are glued together using SWIG. This means that, for per-
formance reasons, the actual computations are done in C++, while on a higher level a more user
friendly language is used to define a software radio. This also abstracts from implementation details
for the processing functions. If I want to see a Fast Fourier Transform (FFT) of a certain frequency on
screen, I only need to instantiate a source block (for instance a USRP source, with a frequency) and a
graphical FFT sink and link these two together. I do not need to know or understand how the actual
FFT is computed, in order to use it. And there are hundreds of implemented blocks inside GNU Radio.

GNU Radio, out-of-the-box, does not offer much in terms of GSM sniffing capabilities, although
it can be used to locate the beacon frequencies of GSM masts [18]. However GNU Radio can be used
by other software packages, like AirProbe in the next section, to perform the low level functions of
GSM sniffing, like reception and demodulation.

1.5 AirProbe

Airprobe [19] is an open-source project trying to built an air-interfaceanalysis tool for the GSM (and
possible later 3G) mobile phone standard. This project came forth out of theGSM-sniffer project [20].

When you currently clone the git repository, you will get nearly ten projects. Some of these serve
as libraries for the other projects (e.g. gsmstack), some of these have moreor less the same function
(e.g. gsm-receiver and T-void) and some of these don’t even compile anymore (e.g. T-void).

The most interesting part of AirProbe is the gsm-receiver project. It is, at this moment, the best
working capture tool for GSM. It comes with two simple shell scripts that call all the necessary
functions for saving the signals on a frequency to a file and for interpreting the signals in this file.
Calling

capture.sh <freq> [duration==10] [decim==112] [gain==52]

with a frequency will capture the signals on that frequency to a file. The duration, decimation and gain
are optional arguments with default values. A file will be created calledcapture_<freq>_<decim>.cfile,
containing the captured IQ samples. These can then be interpreted by calling:

go.sh <file.cfile> [decim==112]

The file name has to be provided, but the decimation is again optional, though you should use the
same decimation value that was used during capturing. The go.sh script runs a python file that defines
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a software radio, which does all the processing needed (see section 3.3) to get the information bits
out of the samples. This results in a series of hex values that represent the information as sent by
the GSM network. The go.sh script uses a UNIX pipe method to have these hex-codes interpreted by
gsmdecode - one of the other projects in the AirProbe repository. You could also try to convert these
hex codes to a .pcap file, which can be read by the wireshark program [21].

Currently the gsm-receiver project will only decode the downlink (GSM network to mobile phone).
Standard it will look at the first time slot of a frequency (time slots in GSM will be discussed in sec-
tion 3.2), though this can be changed in the python code. At this moment it can handle several of
the control channels in GSM (control channels will be discussed in section4.2), and speech channels.
However due to encryption (chapter 7) and frequency hopping (section 3.1.2) this will not yet work in
most real world situations. For a discussion on this see chapter 8.

1.6 Gammu

Another way to get traces of GSM communication is by using Gammu [22]. Gammu is an open-source
project which can manage various functions on cellular phones. You will also need a Nokia DCT3
phone. Nokia used a simple remote logging facility for debugging their DCT3 firmwares remotely,
but apparently forgot to remove this when going into production. So you can enable it back using
Gammu.

You will also need to download a special filenhm5_587.txt which helps decoding trace types.
You will also need a cable to connect the specific DCT3 phone to a computer.Once Gammu is
installed on this computer [22] and the mobile phone is connected to the computer,you can run
Gammu using the following command:

gammu --nokiadebug nhm5_587.txt v20-25,v18-19

The software will then interface with the phone and create a .xml debug log oflots of packages sent
to and from the mobile phone. The .xml file that can be interpreted either by wireshark [21] or Air-
Probe’s gsmdecode [19].

The Gammu+ Nokia phone method has a much better receive quality than the USRP+ AirProbe,
after all the mobile phone is specifically made to receive these signals. Also when using gammu
you can even see some message that where encrypted and you have no problems tuning to the correct
frequencies. However you can only see the messages to or from the phone hooked up on the computer.
You cannot see any message for other phones, nor is it possible to change the phone’s behavior. So it
is a great tool to learn more about signaling on the GSM interface, but it is not versatile enough to use
in any real world attack.

1.7 OpenBTS/ OpenBSC

In chapter 2, the architecture of a GSM network will be discussed in detail. For now though it is use-
ful to know that a Base Transceiver Station (BTS) is a GSM cell tower, and a Base Station Controller
(BSC) is a control center for several BTSs. Both of these systems havean open-source implementa-
tion: OpenBTS [23] and OpenBSC [24] respectively.
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This does not mean that both systems work together. In fact they are different approaches to the
same problem. OpenBTS, founded by David Burgess, offers a BTS implementation using the USRP
and turning it into a BTS. Some of the logic normally present in a BSC is placed inside OpenBTS.

OpenBSC, developed by Harald Welte, on the other hand implements most of theBSC functions
and currently includes support for two BTS types (nanoBTS and the Siemens BS-11 microBTS). It
does not support an OpenBTS driven USRP.

Both systems give you the opportunity to run your own GSM network, thoughthis requires a
license in most countries. This can be very useful for testing purposes,but another great use is
their implementation of the GSM protocol stack. These open source systems offer an extra way to
understand the GSM protocol through their implementation, and these implementations can be used
to create GSM analyzers.

1.8 A5/1 Cracking project

In the Western world most GSM traffic is encrypted using an algorithm known as A5/1, which is
detailed in chapter 7. In August of 2009 a project was started to use a generic time-memory-trade-off
to break A5/1, by pre-computing a large rainbow table.

The pre-computation is done distributed on the Internet. Volunteers can download the table-
generating code from the project’s website [25], and run it on their own computers. The code is
specifically written for graphics cards (NVIDIA and ATI currently), because of their parallel comput-
ing power. Tables that are finished need to be shared, e.g. via bit torrent. When someone has access
to enough tables he should have a chance of around fifty percent to findthe encryption key for an
encrypted conversation. More on this attack will be detailed in chapter 8.

1.9 Software used for this thesis

For this thesis all the software described in this chapter was evaluated. Because we did not have the
hardware to actually transmit, as explained in section 1.3, the OpenBSC and OpenBTS projects were
not actively used. However since they are both open-source projects, they both aided in understanding
GSM, through their source code.

The A5/1 cracking software was not actively used, because in its current stateit does not yet serve
any practical purpose.

The Gammu software, together with an Nokia 3210 was used extensively, and many example
traces shown throughout this thesis result from it. The AirProbe software, together with the USRP
were also used extensively. Although the reception and decoding qualitiesare not always great, it is a
very promising tool for the future.

1.10 Traces throughout this thesis

Throughout this thesis traces of actual GSM traffic will be shown that where captured as research for
this thesis. Only self-caught traces where used in this thesis. These traces are either made with the
USRP+ AirProbe combination, or with the Nokia 3210+ Gammu combination. Both combinations
are explained in this chapter.

These traces deliver information in a not very human friendly way. Therefore we use either wire-
shark or gsmdecode to examine the traces. The AirProbe section discusses both these tools. Figure
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1.1 shows what a trace examined with wireshark looks like.
Wireshark is the more convenient tool for analyzing these traces, because it orders all the infor-

mation and coveniently shows extra information like the current frame number and frequency. The
results of the interpreting with Wireshark (from version 1.2.6 on) are also better than those of Gsmde-
code. However throughout this thesis traces will be shown decoded by Gsmdecode. This was done
because Gsmdecode immediately displays all information in plain text, which displays a lot better
onto paper. An example of a Gsmdecode trace is given in trace 1.1. A list of all traces throughout this
document can be found in the front.

Traces are included throughout this thesis at those places where they can illustrate what is being
said in the main text. However, especially the first couple of traces will show alot of GSM content that
is explained in later chapters. Specifically chapters 4 to 6 will provide a lot ofhelp in understanding
these traces.

Figure 1.1: A GSM trace examined with WireShark
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Trace 1.1: RR System Info 3
�

HEX l 2 d a t a o u t B b i s :462 Format Bbis DATA
000: 49 06 1b 32 22 02 f4 80 − 11 7 f d8 04 28 15 65 04
001: a9 00 00 1c 13 2b 2b

0 : 49 010010−− Pseudo Length : 18
1 : 06 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
1 : 06 −000−−−− 0 T r a n s a c t i o n I D
1 : 06 −−−−0110 Radio Resouce Management
2 : 1b 00011011 RRsystemInfo3C
3 : 32 12834 [0 x3222 ] C e l l i d e n t i t y
5 : 02 204 Mobi le Count ry Code ( N e t h e r l a n d s )
6 : f4 08 f Mobi le Network Code (KPN Telecom B .V . )
8 : 11 4479 [0 x117f ] Loca l Area Code

10 : d8 1−−−−−−− Spare b i t ( shou ld be 0)
10 : d8 −1−−−−−− MSs i n c e l l s h a l l app ly IMSI a t t a c h/ d e t a c h p r o c e d u r e
10 : d8 −−011−−− Number o f b l o c k s : 3
10 : d8 −−−−−000 1 b a s i c phys chan f o r CCCH, no t combined wi th SDCCHs
11 : 04 00000−−− s p a r e b i t s ( shou ld be 0)
11 : 04 −−−−−100 6 m u l t i f rames p e r i o d f o r pag ing r e q u e s t
12 : 28 00101000 T3212 TimeOut va l ue : 40
13 : 15 0−−−−−−− s p a r e b i t ( shou ld be 0)
13 : 15 −0−−−−−− Power c o n t r o l i n d i c a t o r i s no t s e t
13 : 15 −−01−−−− MSs s h a l l use u p l i n k DTX
13 : 15 −−−−0101 Radio Link Timeout : 24
14 : 65 011−−−−− C e l l R e s e l e c t Hyst . : 6 db RXLEV
14 : 65 −−−xxxxx Max Tx power l e v e l : 5
15 : 04 0−−−−−−− No a d d i t i o n a l c e l l s i n Sys In fo 7−8
15 : 04 −0−−−−−− New e s t a b l i s h m cause : no t s u p p o r t e d
15 : 04 −−xxxxxx RXLEV Access Min p e r m i t t e d= −110 + 4dB
16 : a9 10−−−−−− Max . o f r e t r a n s m i s s : 4
16 : a9 −−1010−− s l o t s t o s p r e a d TX : 14
16 : a9 −−−−−−0− The c e l l i s b a r r e d : no
16 : a9 −−−−−−−1 C e l l r e e s t a b l . i . c e l l : no t a l l owed
17 : 00 −−−−−0−− Emergency c a l l EC 10 : a l l owed
17 : 00 00000−−− Acc c t r l c l 11−15: 0 = p e r m i t t e d , 1 = f o r b i d d e n
17 : 00 −−−−−−00 Acc c t r l c l 8− 9 : 0 = p e r m i t t e d , 1 = f o r b i d d e n
17 : 00 −−−−−−−0 Ord ina ry s u b s c r i b e r s ( 8 )
17 : 00 −−−−−−0− Ord ina ry s u b s c r i b e r s ( 9 )
17 : 00 −−−−−0−− Emergency c a l l ( 1 0 ) : Everyone
17 : 00 −−−−0−−− Opera to r S p e c i f i c ( 1 1 )
17 : 00 −−−0−−−− S e c u r i t y s e r v i c e ( 1 2 )
17 : 00 −−0−−−−− P u b l i c s e r v i c e ( 1 3 )
17 : 00 −0−−−−−− Emergency s e r v i c e ( 1 4 )
17 : 00 0−−−−−−− Network Ope ra to r ( 1 5 )
18 : 00 00000000 Acc c t r l c l 0− 7 : 0 = p e r m i t t e d , 1 = f o r b i d d e n
18 : 00 00000000 Ord ina ry s u b s c r i b e r s (0−7)
19 : 1c YYYYYYYY REST OCTETS ( 2 )

�

This shows a System Info 3C message, made with Gammu. This specific messageis broadcast by a
cell tower to show its identity. In this case it is a “KPN Telecom” cell tower locatedin the Netherlands.

Traces are displayed with first the entire message displayed as hex values. Most signaling mes-
sages consist out of 23 octets; 46 hex values. Then the message is interpreted. First the number of the
current octet is shown. Then the value of that octet in two hex values, followed by the bits from this
string that are being interpreted. Finally the interpretation of those bits is placed at the end in human
readable form.



Chapter 2

Network Architecture

This chapter will give an overview of all the entities in the GSM network. Thenthe different protocols
that are used between these entities are briefly highlighted and finally some ofthe most important
functions within GSM are shown via global scenario’s showing the interactions between the entities
in a GSM network.

A single GSM network is often referred to as a Public Land Mobile Network (PLMN). This is the
network operated by a single provider in a single region. In most countrieseach provider maintains
a single PLMN, but in certain large countries, like the USA, several PLMNscan be maintained by a
single provider. A PLMN manages all traffic between mobile phones and all traffic between mobile
phones and the other land networks. These land networks can either be the Public Switched Telephone
Network (PSTN), an ISDN network or the Internet. Figure 2.1 shows an overview of all the entities
in a GSM network. We will now look at each in detail.

Figure 2.1: Network layout of a generic Public Land Mobile Network (PLMN).
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2.1 Mobile Station (MS)

The Mobile Station (MS) is the subscribers module most people are familiar with. It consists of
both some Mobile Equipment (ME) and a Subscriber Identity Module (SIM). Both are needed for the
Mobile Station (MS) to function in the GSM network. Hence MS= ME + SIM.

2.1.1 Mobile Equipment (ME)

The Mobile Equipment (ME) is simply the GSM phone people use to make and receive calls in a cel-
lular network. It is basically a transmitter-receiver unit that is independent from network providers1.

Every ME contains an International Mobile Equipment Identity (IMEI) number, consisting of 15
digits which uniquely identify this particular ME. An ME can be asked for its IMEI by typing in the
string ‘*♯06♯’ on the mobile phone.

2.1.2 Subscriber Identity Module (SIM)

The Subscriber Identity Module (SIM) is provided to a subscriber as a smart card; a SIM card. It
contains a users identity in a GSM network and is dependent on a network provider. It is uniquely
identified by its International Mobile Subscriber Identity (IMSI) number. A SIM contains the follow-
ing information:

• The International Mobile Subscriber Identity (IMSI), consisting of 15 digits or less with a 3
digit Mobile Country Code (MCC), a 2 digit Mobile Network Code (MNC) and an up to 10
digit Mobile Subscriber Identification Number (MSIN).

• The Temporary Mobile Subscriber Identity (TMSI), temporary identifier passed on to the MS
by the network to hide the IMSI. The TMSI is only valid within a certain region, and the MS
can always request a new one from the network.

• The secret keyKi

• The current encryption key, also called session key;Kc

• The Ciphering Key Sequence Number (CKSN), a 3 bit number send by the network, acting as
an identifier of the current session key

• The encoding algorithms A3 and A8

• The current Location Area Identity (LAI), consisting of a 3 digit Mobile Country Code (MCC),
a 2 digit Mobile Network Code (MNC) and an up to 5 digit Location Area Code (LAC). The
Location Area Identity (LAI) is transmitted by the network regularly and stored in the SIM. It
identifies a certain area in the PLMN.

• List of preferred Public Land Mobile Network (PLMN)s

• List of forbidden PLMNs
1In most countries MEs can be bought from providers in some form of packaged deal. A ME can have provider specific

firmware, and can be modified to only accept the providers SIM (SIM-locking). Also some providers produce their own
MEs. However their networks still accept other MEs and their MEs can, witha small modification (SIM-unlocking),
function in another network.
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• List of beacon frequencies of the home PLMN

• The Personal Identification Number (PIN) used to gain access to the SIMsfunctionality

• The Pin Unblocking Code (PUK) used to reset the Personal IdentificationNumber (PIN) and
unlock the SIM, when the wrong PIN number has been entered three times.

• Storage of Short Message Service (SMS), telephone numbers, etc.

Note that the IMSI is not equal to the Mobile Subscriber ISDN Number (MSISDN), the phone number
belonging to this sim. Both numbers are created independently and linked to each other in the HLR
(section 2.3.3). However the IMSI is the identifier in the GSM system for an MSand it belongs
uniquely to a single SIM. while a new MSISDN can be linked to the IMSI. The beacon frequencies
refer to a set of “main” frequencies on which the cell towers of the provider advertise themselves to
the MS.

2.2 Base Station Subsystem (BSS)

The Base Station Subsystem (BSS) is the part of the PLMN that manages the communication between
the MSs and the Network Switching Subsystem (NSS).

2.2.1 Base Transceiver Station (BTS)

A Base Transceiver Station (BTS) is another name for a cell tower, or more accurately a name for the
transceivers on a cell tower. One BTS defines a single cell. In generalit is simply a relay station that
broadcasts to the MS the packages it receives from its BSC (next section) and vice versa. Because the
BTS is the link between the air interface and the land interface, it is responsible for all the channel
encoding/decoding, ciphering, Slow Frequency Hopping (SFH), Gaussian MinimumShift Keying
(GMSK) and burst formatting.

‘Land interface’ is a somewhat misleading term to describe the link between a BTS and the rest
of the network. Although most BTSs are connected via a land line, some use amicrowave directional
radio link for this connection. Whether through a land line or via a directionalradio link, the signal
uses the same Abis interface (section 2.4).

Cellular systems, like GSM, gain a lot of extra capacity when compared with traditional (single
transmitter) systems, because cellular systems divide the geographic area up into cells. These cells
allow for frequency re-use. Because of interference, two neighboring cells can never use the same
frequencies, so they must be geographically divided. This is schematicallyshown in figure 2.2, which
also shows that cells can differ in size, for instance to accommodate a densely populated area. Figure
2.2 is a simplification of the practical situation in which one GSM tower often contains three BTSs.
Each BTS handling 120◦ around the tower. This does not change anything about the general working
of a BTS, it just defines a smaller cell.

The maximum reach of a BTS is 35km. Though a transmitted signal might travel beyond this
distance, the delays that occur in the transmissions become to large to still function within GSM.

A BTS can hold between one and sixteen transceivers, depending on geography and user demand
in the area. Eight transceivers for the uplink frequencies (MS to BTS) and eight for the downlink
frequencies (BTS to MS). Each transceiver can handle eighth different channels which MSs can use.
Because some of these channels are used for sending control information, a BTS can never handle
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Figure 2.2: A schematic division of frequencies in a geographical area,with four different frequencies
(F1 - F4).

more than about 60 (8× 8− some control channels) conversations with mobile phones in its area.
However many more phones can be connected to a cell, while not actively using it.

A BTS is identified by its Cell Global Identification (CGI). A fourteen digit number uniquely
identifying this cell. It is composed of a Location Area Identity (LAI) and a Cell Identity (CI).
There exists an open-source implementation of a BTS named OpenBTS [23] which was also discussed
in section 1.7. In most countries a license is required to operate a BTS.

2.2.2 Base Station Controller (BSC)

The Base Station Controller (BSC) is the center of intelligence in the Base StationSubsystem (BSS).
A single BSC controls one or more BTSs and typically serves a population of around 100,000 to
250,000 people [28]. It manages the radio channel setup and handovers from a MS between BTSs
that are connected to this BSC. It also watches the status of the BSS hardware.

There exists an open-source implementation of a BSC named OpenBSC [24],which was discussed
in section 1.7. It is not specifically build to work with OpenBTS; actually both projects attempt to be
usable as an entire BSS.

The BSC side of the network can also contain a Transcode Rate and Adaption Unit (TRAU). The
air-interface uses a voice encoding, regular pulse excited-long term prediction (RPE-LPC), which
manages a data rate of 13 kbit/s. However the voice encoding used on the land interface, Pulse Code
Modulation (PCM), reaches 64 kbit/s. The transcoding needed between these signals is performed in
the Transcode Rate and Adaption Unit (TRAU). Although this transcoding isdefined as a responsi-
bility of the BSC, it is often performed by a distinct subsystem. Some vendors have implemented the
TRAU at the Mobile Switching Centre (MSC) side of the network, thereby compressing the signals
earlier on and saving bandwidth between the BSC and the MSC (see 2.3.1).

2.3 Network Switching Subsystem (NSS)

The Network Switching Subsystem (NSS) is the central part of any PLMN.A single NSS controls
multiple BSSs. The NSS houses all subscriber services. It authenticates the SIM for access to the
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network and for setting up calls, and it finds the MS when a call is being made toit or routes a call
through to the Public Switched Telephone Network (PSTN) or a neighboring NSS.

2.3.1 Mobile Switching Center (MSC)

The Mobile Switching Centre (MSC) is the main component of any NSS. It is a modified version of a
standard ISDN-switching system and it performs several functions:

• Manage the location (which BSC/BTS) of all MSs in its service area.

• Set up and release end-to-end connection.

• Controls handovers between BSCs.

• Manages call data and sends this to the billing system.

• Collects traffic statistics for performance monitoring

Every BSS is connected to a single MSC. All the BSSs connected to a MSC comprise its service area.

2.3.2 Gateway Mobile Switching Center (GMSC)

All communication between different PLMNs or between the PLMN and the PSTN is routed via the
Gateway Mobile Switching Centre (GMSC). When a MS attempts to log-on to a different network
than his home network, the GMSC of the visited network asks the GMSC of the home network to
authenticate the MS. When a call request arrives at a MSC it will check whether the destined MS is
within this MSCs service area. If this is not the case the request is forwarded to the Gateway Mobile
Switching Centre (GMSC) which will then route the call to the correct MSC, to the PSTN, or to the
responsible GMSC of another provider.

The GMSC is a special form of a MSC. The practical implementation of a GMSC can vary. Some
networks contain a single, high performance MSC as dedicated GMSC, butthere are also PLMNs
where every MSC can function as the GMSC. In the latter case the term GMSCis only valid in the
context of a single call or sign-on, because its role can be carried out by a different MSC each time.

2.3.3 Home Location Register (HLR)

The Home Location Register (HLR) contains the subscriber’s information for call control and location
determination. Logically there is only one Home Location Register (HLR) per provider per GSM
network, although this can be implemented as a distributed database.

The HLR stores the following information per IMSI:

• The subscribers MSISDN.

• The current VLR (see section 2.3.4) serving the subscriber, used to locate the MS.

• GSM services that the subscriber is allowed to access.

• Possible call divert settings.

Both the IMSI and the MSISDN fields have primary database keys over them.The HLR is where the
standard phone numbers (MSISDN) are linked to their IMSIs. When a callis placed to a MSISDN
the GMSC requests the corresponding IMSI and the current MSC serving it, from the HLR. The HLR
receives location updates for every IMSI in its database from the current serving VLR.
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2.3.4 Visitor Location Register (VLR)

Each MSC maintains one Visitor Location Register (VLR) which stores all the SIMs that are active
within the MSC’s service area. When a MS is successfully logged on to an allowed PLMN, the home
network’s HLR is queried for some subscriber information which is stored ina record in the VLR.
This happens after the VLR informs the HLR of the presence of the IMSI in itsVLR area. These
messages between VLR and HLR are even exchanged when the subscriber is within his own home
network. The VLR can be used by the MSC to route incoming calls to the correct BSS.

After some period of inactivity or when a MS has traveled to a different service area, the record
for an IMSI is removed from the VLR. In the latter case the removal is commanded by the HLR. For
every IMSI the VLR stores the following information.

• The subscribers current Temporary Mobile Subscriber Identity (TMSI), which is allocated by
the VLR.

• The subscribers MSISDN.

• The subscribers current LAI, or a different VLR is maintained for every LAI.

• The subscribers current Cell Identity (CI). The LAI and the CI together form the Cell Global
Identification (CGI) and define a unique cell in every PLMN.

• GSM services that the subscriber is allowed to access.

• The HLR address of the subscriber.

• Up to five authentication triplets, received from the Authentication Centre (AuC).

2.3.5 Authentication Centre

The AuC contains the information needed to authenticate a SIM and to set up anencrypted connection
with a MS. The AuC is often co-located with, and in most implementations even integrated in, the
HLR.

In the AuC the following information is stored per IMSI:

• The secret keyKi , the same as on the SIM.

• The encoding algorithms A3 and A8, the same as on the SIM.

Despite its name, the AuC does not directly authenticate a SIM. Instead it computes a random chal-
lenge and the corresponding reply and encryption key,Kc, using the A3 and A8 algorithms. These
three values form so called triplets. Authentication triplets are discussed in more detail in sections
2.5.1 and 7.1. These triplets are then stored at the VLR and from there supplied to the MSC where
a MS tries to authenticate itself. The real authentication takes place at the MSC,which sends the
random challenge to the MS (via the BSC and BTS) and verifies the MSs response. The encryption
key is sent on to the BTS, because only the ME - BTS link is encrypted with it.

The implementations for the A3 and A8 algorithms are only stored and invoked onthe SIM and in
the AuC. Both are under control of the provider, so the specification leaves some room here for every
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provider to implement their own algorithms. However it is commonly assumed that most providers
followed the advised implementations of A3 and A8 [4].

Authentication of MSs will be discussed extensively in sections 2.5.1 and 7.1.

2.3.6 Equipment Identity Register (EIR)

The Equipment Identification Register (EIR) is often co-located with the HLR.It contains lists of
International Mobile Equipment Identity (IMEI)s [29]. When a MS is connected to a network, the
network can always give it the identify command. In response to this commandthe MS will transmit
its IMSI, identifying the SIM, and IMEI, identifying the physical phone (ME). The IMSI ends up at
the HLR, but the IMEI is checked against the stored identifiers in the EIR.

Originally the EIR was meant to be used to blacklist all stolen phones, making it possible to track
them or render them useless. However it is clear that several countriesmake no use of the EIR’s
function. Like in the Netherlands, where there is no administration of stolen IMEIs.

This built-in IMEI security also has several problems; it hinges on the difficulty to change a
phone’s IMEI, but in most mobile phone models today this proves rather simple. There also is no
specified method to unblock a IMEI once it is registered in the EIR.

2.4 Interfaces

Within the GSM network several different interfaces are defined. These are all shown in figure 2.3.
The main interfaces, those interfaces that connect a MS to the land interfaces (Um, Abis, A and E),

Figure 2.3: The defined interfaces within a GSM network.

are all split in traffic channels that contain the speech information and control channels on which the
meta data is transmitted.

Of all the interfaces here the Um interface, or air-interface, is the main concern of this thesis,
because it is this interface that can be sniffed using the USRP and GNURadio/AirProbe (chapter 1).
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Geographically speaking everyone has access to this interface, making ita likely target. The Um
interface will be discussed in detail in chapters 3 to 6.

The Abis interface connects the base stations (BTSs) to the base station controllers (BSCs). This
interface is defined as an LAPD (standard ISDN) interface and largely coincides with the data link
layer of the Um interface (see chapter 5). The Abis interface also allows control of the radio equipment
and radio frequency allocations in the BTS.

The A interface connects the BSS with a NSS and the E interface is the main interface inside a
NSS. All the control channels on the A and E interface are part of the Signaling System #7 (SS7),
a collection of telephony signaling protocols defined by the International Telecommunication Union
(ITU) [30]. The TRAU (section 2.2.2) does not interfere with any of the signaling channels. It only
transcodes the voice data.

The B, C, D, F and G interfaces are defined to synchronize all the different information sources
within a PLMN. The ETSI has not defined an interface between the AuC andthe HLR, so every
provider can make their own decision here. Most providers have the AuClocated at the HLR site and
often these two databases are integrated.

2.5 Scenarios

We will now discuss how some of the major functions of GSM are handled by thenetwork. These
scenario’s are only discussed broadly, to show the way in which the network entities interact. This
should lead to a top level understanding of the GSM network, but these examples should not be seen
as the actual message interactions happening. Several of these exampleswill be discussed in further
detail in the following chapters, where we look in detail at the communication on the Um protocol.

All of the examples discussed here will be shown in message sequence diagrams. In these dia-
grams a convention is used for the two arrow types, dashed and solid, when they cross other entities.
A dotted arrow denotes a message that is transmitted directly from the sending tothe receiving entity,
without passing through the entities that the arrow crosses. When a solid arrow is used then this de-
notes that the message passes through all the different entities it crosses. Those messages will have to
be transcoded somewhat by the passed entities, because every entity in theGSM network is connected
with a different interface (figure 2.3), but the message contents will be almost identical. So a solid
arrow from A to C passing entity B, actually denotes two arrows (A to B and B toC) with an almost
identical message.

Notice that all the diagrams that will follow in this chapter do not show the BSC, either by show-
ing the BSS as a single entity or by just completely omitting the BSC. This is because the BSC is only
actively involved at a much lower level, like deciding on which frequencies touse. So in order to save
space the BSC is not shown in these diagrams. Just remember that all the message that pass the space
between the MSC and the BTS (or the BSS) will pass through the BSC.

2.5.1 Authentication

The authentication of a MS to the network is of course one of the most importantsecurity functions in
GSM. After a successful authentication the MS has proven its identity to the network and at that point
both the MS and the BTS will know a shared session key,Kc, which they could use for encrypted
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communication.

Authentication is often used within the other functions of the GSM network. Whenever a MS is not
yet known to a network, the full authentication described in figure 2.4 takesplace. At the end of such
an authentication both the MS and the network know the session key and a Ciphering Key Sequence
Number (CKSN) identifying this session key. For every subsequent authentication the network can
choose to either completely re-authenticate the MS, or accept the MS as already authenticated, and if
encryption is needed (re-)use the encryption key that resulted from theprevious full authentication.
This choice for key re-use is fully up to the network, but if the MS does notknow the key identified
with the CKSN, then full authentication again needs to take place.

Figure 2.4 shows the successful full authentication of a MS, which is always initiated by the MSC.
At some stage during a connection with a MS the MSC will decide to initiate an authentication proce-
dure. Most often this will happen after a request for a service is made bythe MS. The MS is known to
the MSC either by its IMSI or its TMSI. The MSC requests the authentication triplets corresponding
to the MS’s IMSI from the Visitor Location Register (VLR). The VLR knows the IMSI ↔ TMSI
relation and is therefore capable to respond with authentication triplets on a supplied TMSI as well as
to an IMSI. The VLR has a supply of authentication triplets and returns one of these to the MSC. If
the VLR runs out of triplets it can then request up to five new ones from theAuC.

The AuC actually creates the authentication triplets. It can do so because it has stored the secret
key Ki and the A3 and A8 algorithms per IMSI. Authentication triplets are defined as:

Authentication triplet = (RAND,SRES,Kc)

where

RAND = A randomly chosen number

SRES = A signed response computed asA3(Ki ,RAND)

Kc = The session key computed asA8(Ki ,RAND)

TheKi is a secret key uniquely linked to every IMSI/ SIM.

So a triplet actually contains the challenge, the response and the session key, everything needed
for the MSC to authenticate the MS and for the BTS to set up the encrypted channel.

The MSC sends the challenge (RAND) on to the MS. Because the sameKi , A3 and A8 are stored
on the SIM, the MS can now compute SRES andKc and then transmit SRES to the MSC. The MSC
verifies the SRES it receives from the MS with the SRES from the authentication triplet. If they are
equal then the session keyKc is sent to the BTS. From this moment on it is possible to start encrypting
the Um-interface connecting the BTS with the MS.

If the responses received by the MSC are not equal, then the MSC will send a message to the
MS telling it that authentication failed. Possibly the MSC can re-attempt authentication, or end the
MS connections. What ever the case, every subsequent authenticationshould never re-use the same
RAND.

The authentication in GSM is discussed in more detail in section 7.1.
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{Ki, A3, A8, IMSI, TMSI}
MS BTS MSC

{TMSI↔IMSI→ (Kc,RAND,SRES)}
VLR

{IMSI→ (A3, A8, Ki)}
HLR/AuC

Give Authentication

Triplets (IMSI or TMSI)

(Kc,RAND,SRES)

New Triplets (IMSI)

random RAND′

K
′

c
=A8(Ki,RAND)

SRES′=A3(Ki,RAND)

Choose CKSN and
link it to Kc

Up to five

(K′

c
,RAND′,SRES′)-tripletsAuthenticate (RAND,CKSN)

Kc=A8(Ki,RAND)
SRES=A3(Ki,RAND)

SRES

verify SRES
Kc

Both sides of the Um protocol
share the same Kc

Figure 2.4: Global overview of successful authentication of an MS insidea GSM network
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2.5.2 Location Updates

The network needs to know where every MS is located in order to route callsthere. For this purpose
the MS regularly informs the network of its location. This location is represented by the LAI, which
the MS learns from its current BTS. This process is called “location update”. Location updates hap-
pen when a MS moves into the cell area covered by another LAI (figure 2.6), but location updates
also happen periodically when a MS remains in the same LAI area (figure 2.5). Location updates are
always initiated by the MS and always result in a new TMSI being assigned tothe MS.

In both figures showing these different scenario’s the BTS, BSC and MSC are shown together as
a single entity; the BSS/MSC. This saves space in the diagrams, because most of these entities do not
play an important part in these scenario’s, though all communication does pass through them. The
BSC however does add the CGI of the current BTS to the message, which the receiving VLR uses to
update the MSs location. Please note that the ciphering that is being set-up between the MS and the
BSS/MSC is actually only used between the MS and the BTS, so on the Um-interface.

Timed Location Update

{IMSI,TMSIold,LAInew,LAIold}
MS

{CGInew =LAInew+ CInew}
BSS/MSC

{IMSI ↔ (TMSIold,CGIold), VLR-ID}
VLR

{IMSI→ (VLR-ID)}
HLR

Location Update (TMSIold,LAIold)

Location Update

(TMSIold,LAIold,CGInew)

authentication

Start Ciphering Update Location (IMSI,VLR-ID)

Ciphering started
Generate TMSInew

Subscriber data

Renew TMSI(TMSInew)

Acknowledge new TMSI

Figure 2.5: Global overview of a timed location update in the same cell area.

Figure 2.5 shows a timed location update. The MS requests to perform a location update, iden-
tifying itself with its current TMSI (TMSIold) and its current LAI. Note that a single VLR can serve
several LAIs, however when a timed location update occurs the new LAI will often be equal to the
old one. The BSC then appends the CGI of the current BTS to the location update message. The CGI
consists of the LAI and the CI of the current BTS.

Subsequently it is checked whether this MS is already authenticated and possibly full authenti-
cation as explained in section 2.5.1 takes place. If authentication was successful, the VLR stores the
new LAI for this IMSI/TMSI and transmits its VLR-ID to the HLR together with the MS’s IMSI. In
this case the VLR-ID received by the HLR will be the same as the VLR-ID the HLR already had in its
records, but still this step should be preformed. The HLR responds by sending additional subscriber
data to the serving VLR. This subscriber data is mostly a collection of servicesthat this MS is entitled
to use. This data was already present at the VLR in this case, but it is retransmitted between HLR and
VLR nevertheless, because some of these services might have changed.
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In the meantime the VLR also generates a new TMSI which is transmitted to the MS, once the
HLR acknowledges the location update. If the current network providesencryption, then the new
IMSI is always transmitted on an encrypted Um-interface.

Log on

If you change every occurrence of TMSIold in figure 2.5 by the MS’s IMSI, you have the exact pro-
cedure for a log-on of a MS to a GSM network. This is often referred to asa “location registration”
instead of a location update, the simple difference being the absence of an already assigned TMSI.

Roaming Location Update

A MS is always listening to all BTSs it can receive, in order to judge which one has the best recep-
tion. When another BTS gives a better reception then the current BTS, theMS will conclude that it
has moved in a different cell area. It will listen to the new BTS for its LAI (LAInew) and when this
is different form its current LAI (LAIold), the MS will initiate a location update (via the new BTS).
Notice that the MS does not initiate the location update when it comes in a different CI area (the ci
together with the LAI form the CGI). The CI will get updated through a timed location update. The
VLR only knows the LAI of a MS for certain, at any given time, the CI might have changed.

When a MS has moved into the area serviced by a new VLR, you get the scenario detailed in
figure 2.6. The major difference between the timed location update and the roaming location update
is the communication between the old and new VLR. The new VLR will actually query the old VLR
for the IMSI belonging to this TMSI and corresponding authentication triplets. After that the MS can
be authenticated by the new MSC/VLR. The new VLR can find the old VLR through the LAIold. A
VLR can service several LAIs, but every LAI is serviced by exactly one VLR.

After authentication nearly the same actions are performed as with a timed locationupdate, except
that the HLR recognizes that the MS has moved to a new VLR area because the received VLR-IDnew

does not match the already stored VLR-IDold. Inciting the HLR to command the old VLR to remove
its records belonging to the MS’s IMSI.

2.5.3 Call setup

Figure 2.5.3 shows all the entities involved in a call between two MSs belonging to different providers
and thus to different PLMNs. There are two types of scenario’s in call set-ups; the calls initiated by
a MS (Mobile Originating Call (MOC)) and the calls received by an MS (MobileTerminating Call
(MTC)). Both are discussed here.

Mobile Originating Call (MOC)

In a MOC the MS naturally initiates the procedure by requesting a call. Figure 2.8 shows the message
flow for an MOC. In this diagram it is assumed the MOC is directed towards another mobile phone. If
the call is being made to a land line, the messages would be routed via the GMSC to the PSTN. Also
note that the GMSC and MSC entity in this diagram can be the same entity, depending on the set-up
of this PLMN.

After authentication and subsequent encryption of the communication, the MSsupplies the num-
ber (MSISDN) it wishes to call. The first digits of a MSISDN identify the country and the provider
of the callee. The HLR maintaining the MSISDN (the HLR of PLMN identified by thecountry and
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{IMSI,TMSIold,LAInew,LAIold}
MS

{CGInew}
BSS/MSC

{VLR-IDnew}
VLRnew

{IMSI→ (VLR-IDold)}
HLR

{IMSI ↔ (TMSIold,CGIold), VLR-IDold}
VLRold

Location Update (TMSIold,LAIold)

Location Update

(TMSIold,LAIold,CGInew) Request Subscriber Parameters (TMSIold)

Respond (IMSI,RAND,SRES,Kc)

authentication

Start Ciphering Update Location (IMSI,VLR-IDnew)

Ciphering started Remove Record (IMSI)

Generate TMSInew Ack remove Record
Subscriber data

Renew TMSI(TMSInew)

Acknowledge new TMSI

Figure 2.6: Global overview of roaming location update when a MS moves into adifferent VLR area.
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Figure 2.7: Agents in call setup between two MSs serviced by different providers

provider) is queried for the corresponding IMSI and current VLR location. With that information the
GMSC can set-up a connection to the MSC serving the subscriber being called. Meanwhile a call
connection is being established between the MSC and MS that initiated the call. Ifall goes well there
will be a call connection between both mobile phones and a conversation cantake place.

Mobile Terminating Call (MTC)

The diagram in figure 2.9 shows a MTC and can be seen as the follow-up ofthe diagram in figure 2.8.
A connection request for an IMSI arrives. The corresponding TMSI is found by the VLR and

a page command is sent to the MSC (trace 2.1). The MSC commands the correctBSC to page the
TMSI and in the meanwhile the MSC sets-up a call connection to the calling entity, possibly a GMSC.
Note that the calling MSC can be the same as the called MSC, in which case, naturally, no connection
needs to be set up between them. However all other signaling messages arestill necessary, because
the MSC/VLR combination does not know the link between the called number (MSISDN) and the
IMSI/TMSI.

Authentication of the MS can be initiated by the MSC at this point. After encryptionon the Um-
interface is started the call connection between this MS and MSC is set up andthe entire conversation
can begin.
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MS BSS MSC G-MSC
{MSISDN→ (IMSI,VLR)}

HLR

Call Request

authentication

Start Ciphering

Ciphering started

Call MSISDN

Looking for MSISDN

Find MSISDN

IMSI,VLR

Paging MSISDN

Initiate Call Connection Connect to IMSI in

correct cell(VLR)

conversation conversation conversation

Figure 2.8: Global overview of mobile initiated call setup.



CHAPTER 2. NETWORK ARCHITECTURE 32

{IMSI,TMSI}
MS BSS MSC

{IMSI ↔ (TMSI,LAI)}
VLR

Connect to IMSI

Page TMSI in LAI

Establish connection to caller

Page TMSI

Respond to Page

authentication

Start Ciphering

Ciphering started

Initiate Call Connection

conversation conversation

Figure 2.9: Global overview of mobile terminated call setup.

Trace 2.1: RR Paging Request
�

HEX l 2 d a t a o u t B b i s :462 Format Bbis DATA
000: 25 06 21 00 05 f4 c1 8c − 45 ce 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0 : 25 001001−− Pseudo Length : 9
1 : 06 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
1 : 06 −000−−−− 0 T r a n s a c t i o n I D
1 : 06 −−−−0110 Radio Resouce Management
2 : 21 00100001 Paging Reques t Type 1
3 : 00 −−−−−−00 Page Mode : Normal pag ing
5 : f4 −−−−−100 Type of i d e n t i t y : TMSI/P−TMSI
6 : c1 −−−−−−−− ID ( 4 / even ) : C18C45CE

�

A standard paging message transmitted on a special paging channel (PCH). This is a Paging Request
Type 1, there are two other types, but they only differ in the number of MSs that can be paged in one
message. The paging request contains the reason for the paging - here“Normal paging”, which is the
standard reason for most pagings. Most importantly is the identity of the MS for which the paging is
intended. In this case it is intended for the TMSI C18C45CE.

The type of channel that should be requested in a reply to this paging is encoded in the fourth
octet. Gsmdecode, for some does not decode it correctly, but this particular page is for a SDCCH
channel.



Chapter 3

The air-interface

The interface between a mobile phone and a base station is officially called the Um-interface. It was
so named because it is a mobile equivalent to the U interface in ISDN. The Um interface is defined
as a full duplex interface with a separate frequency range for the uplink(cell phone to tower) and
downlink (tower to cell phone). These frequency bands are at a certain minimum distance from each
other to prevent interference.

Although the Um interface is defined as duplex, most cell phones are unable to send and receive
at the same time. They use a switch to toggle the antenna quickly between the transmitter and the
receiver.

Usable frequencies are in short supply in our world. A lot of frequencies are already in use and
in every geographical location a frequency can only be used once. Inorder to service the many cell
phones that populate the world today, the GSM frequencies had to be usedeconomically. For this end
GSM uses both Frequency Division Multiple Access (FDMA) and Time Division Multiple Access
(TDMA). The available frequency bands are divided in smaller frequency channels, FDMA, and each
frequency channel is divided among users to use at a designated time-slot, TDMA.

This chapter will elaborate further on the workings of the Um interface.

3.1 On Frequencies

GSM started out with standard frequency bands, 890 - 915 MHz (uplink)and 935 - 956 MHz (down-
link). This system is now called GSM-900. However the popularity of GSM caused for a frequency
shortage. This first led to the definition of an Extended GSM band (E-GSM)and later to the definition
of several other frequency bands (table 3.1). Of these bands the GSM-900 is defined as the preferred
band and together with GSM-1800 the most commonly used in most parts of the world. Europe, the
Middle East, Africa, Oceania, and the most of Asia use these bands. The United States and Canada
use the GSM-850 and GSM-1900 bands. The GSM-450 and GSM-480 frequencies where once de-
fined to make use of the radio spectrum reserved for the first cellular technologies. At the time of
writing this thesis no provider seems to have a license to operate on these frequencies [31].

3.1.1 FDMA

In a GSM network many cell phones can be transmitting at the same time. In orderto prevent inter-
ference the GSM bands are split in different frequency channels of 200kHz wide. These channels are
called carrier frequencies or carrier channels, and can be assignedto different functions. This division

33
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Name Uplink (MHz) Downlink (MHZ) Offset (MHz) Channel Numbers (ARFCN)

GSM-450 450.4-457.6 460.4-467.6 10 259-293
GSM-480 478.8-486.0 488.8-496.0 10 306-340
GSM-850 824.0-249.0 869-894.0 45 128-251
GSM-900 890.0-915.0 935.0-960.0 45 1-124
EGSM-900 880.0-915.0 925.0-960.0 45 975-1023, 0-124
GSM-1800 1710.0-1785.0 1805.0-1880.0 95 512-885
GSM-1900 1850.0-1910.0 1930.0-1990.0 80 512-810

Table 3.1: The GSM frequency bands

is referred to as Frequency Division Multiple Access (FDMA).

Each uplink carrier channel is linked to a single corresponding downlink carrier channel by a
standard spectral difference: the offset, see table 3.1.

In order to communicate which carrier frequency will be used, the AbsoluteRadio Frequency
Channel Number (ARFCN) is communicated. Given a frequency band andan ARFCN the carrier
frequency can be computed. For instance for the GSM-900 this is:

F(up) = 890.0+ 0.2× ARFCN

F(down) = F(up) + 45

WhereF(up) calculates the uplink andF(down) the downlink channel. As you can see both channels
always differ their offset (45 MHz). Similar equations are defined for every GSM band. The last
column in table 3.1 shows the available ARFCNs per GSM band. Notice how thereare only 124
channels in the GSM-900 band. With a spectrum of 25 MHz and a channel width of 200 kHz, there is
room for 125 channels. However in GSM-900 the lowest channel is used as a guard band to prevent
interference from other services. In practice this did not prove to be much of a problem, so in EGSM-
900 this lowest channel is again used as a carrier channel (ARFCN 0) [31].

A single cell is defined by a BTS with up to 16 transceivers (section 2.2.1). Each transceiver
manages one ARFCN.

3.1.2 Frequency Hopping

Each carrier channel is influenced differently by local propagation conditions. Atmospheric noise,
interference, and multipath wave propagation amongst other things can cause distortions in signals of
specific, arbitrary frequencies; influencing only some of the carrier channels. To even out the unpre-
dictable differences in signal quality between carriers, GSM uses Slow Frequency Hopping (SFH).
Some of the signals between the MS and the BTS, like the speech data, can ‘hop’ between differ-
ent carriers. The ‘slow’ part of GSM’s frequency hopping is relative. Signals can hop to another
frequency at around every 4.615 ms. This is considered slow comparedto other frequency hopping
algorithms. The main reason to opt for a slower variant was to cut down on the price of MEs.

A BTS does not need to use frequency hopping to correctly implement GSM,but if a BTS chooses
to use frequency hopping, a receiving ME needs to be able to follow the hopping signal.
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GSM defines a hopping algorithm that produces the next carrier frequency given the current Frame
Number (FN) (more on frames will be explained in section 4.1), a list of frequencies to hop between
- the Mobile Allocation (MA)-, an offset - the Mobile Allocation Index Offset (MAIO) for different
MSs inside the same sequence - and the Hopping Sequence Number (HSN),which works as a seed for
the algorithm. The algorithm makes a permutation of the MA into a sequence of a specific order based
on the HSN and then uses the MAIO to shift the sequence accordingly and uses the frame number to
decide the current index in this sequence [32].

Frequency hopping is initiated by the BTS which sends the MS all the requiredparameters (trace
3.1). Both sides then send their messages through the sequence of carriers produced by the hopping
algorithm.

Frequency hopping was designed purely as a means to get a better overall quality on the signals.
Though frequency hopping has recently proved to be a big problem foreavesdroppers. This problem
is further discussed in chapter 8.

3.2 Time Division Multiple Access

In GSM each of the carrier frequencies is divided into eight time slots, effectively creating eight new
logical channels out of one ’physical’. The time slots are labeled 0 to 7 and each is assigned to a
single user. This division of frequencies in the time domain is called Time DivisionMultiple Access
(TDMA). In TDMA each user can only be assigned a single time slot in a frequency and so up to eight
users can make use of a single frequency. This leads to MEs ignoring 7 out of the eight time slots and
forming a channel from the time slots they do use (see figure 3.1).

Figure 3.1: Logical channel in TDMA for time slot 2

These time slots are also called bursts. Each burst lasts approximately 576.9µs and they are the de
facto unit of time in GSM. The name ‘burst’ is derived from the bursty natureof transmission you get
because of the TDMA; when a BTS transmits only to a single user on a certain frequency (ARFCN
see 3.1.1), transmissions on this frequency will occur only1

8 th of the time.
Each ARFCN is divided into eight logical channels. There are several types of channels, that can

be divided into two groups: Traffic Channels (TCH), used for speech and data, and Control Channels
(CCH), used for network management messages and channel maintenance tasks. These channels will
be discussed in more detail in section 4.2.
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Trace 3.1: Excerpt of an Immediate Assignment
�

000: 31 06 3 f 00 52 f0 ab 85 − ad e0 01 01 0 f 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0 : 31 001100−− Pseudo Length : 12
1 : 06 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
2 : 3 f 0−111111 RRimmediateAssignment
3 : 00 −−−0−−−− Th is messages a s s i g n s a d e d i c a t e d mode r e s o u r c e
4 : 52 −−−−−010 T imes lo t number : 2
5 : f0 111−−−−− T r a i n i n g seq . code : 7
5 : f0 −−−1−−−− HoppingChannel
6 : ab . . . . . . . . Mobi le A l l o c a t i o n Index O f f s e t (MAIO) 2
6 : ab −−101011 Hopping Seq . Number : 43
7 : 85 100−−−−− E s t a b l i s h i n g Cause : Answer t o pag ing
8 : ad xxxxxxxx T1/ T2 / T3
9 : e0 xxxxxxxx T1/ T2 / T3

11 : 01 00000001 Length o f Mobi le A l l o c a t i o n : 1
12 : 0 f −−−−1−−− Mobi le A l l o c a t i o n ARFCN #4
12 : 0 f −−−−−1−− Mobi le A l l o c a t i o n ARFCN #3
12 : 0 f −−−−−−1− Mobi le A l l o c a t i o n ARFCN #2
12 : 0 f −−−−−−−1 Mobi le A l l o c a t i o n ARFCN #1

�

This is a part of an immediate assignment message. Some parts that are not interesting at this point
have been removed. The full trace can be found in section 6.1

This message is used to assign a channel to the MS. It gives the MS a time-slot,a list of ARFCN
numbers, the hopping sequence number and the MAIO. The T1/T2/T3 of octets 8 and 9 encode the
frame number, though this is not correctly decoded by gsmdecode.

There is also anotheroffset in GSM between the downlink and uplink, besides them being on
different frequencies. This offset is three bursts. What this means is that when a MS is assigned a time
slot (and each MS can only be assigned a single time slot), it will broadcast on the uplink frequency
and receive on the downlink frequency at that exact time slot. But the time slots between uplink and
downlink differ exactly 3 bursts; an offset. This leads to the MS broadcasting and receiving on the
same time slot, but not at the same time. This is exemplified in figure 3.2. This offset leads to simpler
and cheaper MEs.

Figure 3.2: The offset difference between downlink and uplink, where the MS is assigned to TS 5
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Figure 3.3: Schematic flow from audio to transmission and back

3.3 From speech to signal

Naturally, the main function of the GSM network is transmitting voice data from phone to phone.
When someone speaks this generates an analog sound wave. Because GSM is a digital system this
sound wave has to be transformed to a digital signal via an ADC. This signalthen goes through several
processing stages before it is ready to be transmitted over the air to the nearest BTS using radio waves.
In order to send the signal, it ironically has to again be converted to an analog signal, this time using
a DAC.

The entire process from speech to signal and back is explained schematically in figure 3.3. A mi-
crophone inside an ME receives sounds. These sounds are first passed through a filter which removes
the frequencies not used in human speech. This filtered analog signal is then digitized by an ADC
leaving a digital representation of the analog signal. This digital signal is thencompressed with a
method known as regular pulse excited-long term prediction (RPE-LPC). This compression is specif-
ically useful for human speech. The ADC generates a digital signal of 104 kbps and the RPE/LPC
compresses this to 13 kbps, creating 260 bit blocks representing 20ms of audio [33].

These 260 bit blocks are then divided among bursts. First some redundancy bits are added to
the data blocks in order to detect, and if possible correct, transmission errors. The data blocks are
then divided into smaller blocks and these blocks are rearranged in a specific order, for protection
against multiple package losses. Then bursts are created from these blocks. The burst assembly step
is explained in more detail in section 4.4.

The ciphering step encrypts data packets with the current session key, and is discussed in more
detail in chapter 7. In the final step the packets are modulated to radio wavesin a process called
Gaussian Minimum Shift Keying (GMSK) [34].

When a MS sends pure data and no speech then the same process takes place except for the ADC
and speech encoding steps. The data is then provided in 260 bit blocks enfed directly into the burst
assembly block.

In figure 3.3 it looks as if the transmission step is an atomic step. However, it is important to note
that this is not the case; the burst packets are first picked up by the BTS.There they are decrypted,
disassembled and channel-decoded until the original digital signal is left. This is sent up in the network
via the BSC to the serving MSC. The MSC routes the data to the serving MSC of the receiving MS,
which sends the data on to the correct BTS. This BTS then recreates the bursts, encrypts them with
the session key of the receiving MS and then broadcasts the bursts to the receiving MS. MSs never
communicate directly with each other, but only via the GSM network.



Chapter 4

Um layer 1

This chapter will look further into the first layer of the Um-interface. This layer corresponds with the
first layer of the OSI model and is responsible for the direct communication of bits between a mobile
phone and a cell tower. It defines logical channels and bursts; the basic units used to send information.
This layer is called the physical layer, which may be a misleading name since we are talking about
wireless communication, but this does correspond with the OSI model. This chapter ends with some
scenarios detailing communication between BTS and MS on the lowest layer.

This section only looks at the bits that are received or send by MSs and BTSs in GSM. We will
not look further into the modulation and demodulation steps. Any experimental results shown here
use the GNURadio implementation of GMSK demodulation together with the USRP or theGammu
implementation (both described in chapter 1) to transform the radio waves back into bits. Anyone
interested in the GMSK (de)modulation is referred to [34] or the GNURadio implementation [17].

4.1 Frames

Eight bursts compose a singleTDMA frame, which lasts 4.615 ms (8× 576.9µs). These TDMA
frames are grouped in multiframes. There aretraffic channel multiframesandcontrol channel mul-
tiframes. Each traffic channel multiframe consists of 26 TDMA frames (120ms) and each control
channel multiframe consists of 51 TDMA frames (235.4ms). These multiframes are again combined
to form superframes. These superframes again come in two types, one for control channels and one
for traffic channels, conveniently named control channel superframes and traffic channel superframes,
respectively. Control channel superframes contain 26 control channel multiframes and traffic super-
frames contain 51 traffic multiframes. This means that both types of superframes last exactly the
same time: 51× 26× 4.615ms= 6119.49ms. Finally there is ahyperframewhich consists of 2048
superframes, lasting 12,533.76s; nearly three and a half hours. One hyperframe consists of 2,715,648
(26× 51× 2048) TDMA frames. These TDMA frames are numbered with a Frame Number(FN),
ranging from 0 to 2,715,647, according to their occurrence within the hyperframe sequence [35].
These frame numbers have several uses, e.g. they are one of the parameters needed in the encryption
algorithm. Figure 4.1 illustrates the relationship between all the different frames discussed here.

Since the control and traffic multiframes consist of different numbers of TDMA frames, their
durations are different, causing them to drift with respect to each other. They will synchronize every
superframe. This is a feature of GSM. Every 26th TDMA frame in a traffic multiframe is left idle so
a MS can scan the control frequencies. Because the numbers 26 and 51are coprime, this idle TDMA

38
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Figure 4.1: Overview of all the frames used in GSM

frame will coincide with every other TDMA frame in the control multiframe once before the entire
sequence synchronizes. So even during a conversation the MS has theopportunity to listen in on all
control signals, to e.g. measure the signal quality of a nearby BTS to see whether a hand-over should
occur.

4.2 Channels

As we discussed in section 3.2, the frequency carriers available to GSM are divided into logical chan-
nels. There are several types of defined channels that can be assigned to one of these logical channels,
each with a specific function. These types are usually divided between Control Channels (CCH) or
signaling channels, and Traffic Channels (TCH). The traffic channels contain almost all the user pay-
load data (speech, data), while the control channels transmit all signaling needed to let the network
function. An overview of all the channels can also be found in table 4.1.

Traffic Channels (TCH) Traffic channels are used to send speech and data to and from the user.
Speech is encoded to bits and send over a traffic channel. A TCH may either be fully used -Full Rate
TCH (TCH/F)- or split into two half-rate channels -Half Rate TCH (TCH/H). When split into two
half-rate channels, each of these can be assigned to a different user.
TCH channels are combined in the 26 traffic multiframes, in which 24 frames are actually used for
TCH frames.

Control Channels (CCH) The control, or signaling, channels refer to all channels that carry infor-
mation needed for network management and channel maintenance. There are ten different channels
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Trace 4.1: Excerpts showing BTS identities
�

3 : 32 12834 [0 x3222 ] C e l l i d e n t i t y
5 : 02 204 Mobi le Count ry Code ( N e t h e r l a n d s )
6 : f4 08 f Mobi le Network Code (KPN Telecom B .V . )
8 : 11 4479 [0 x117f ] Loca l Area Code

�

�

3 : 0 f 3881 [0 x0f29 ] C e l l i d e n t i t y
5 : 02 204 Mobi le Count ry Code ( N e t h e r l a n d s )
6 : f4 04 f Mobi le Network Code ( Vodafone L i b e r t e l N.V . )
8 : 00 25 [0 x0019 ] Loca l Area Code

�

This shows two parts of two different so called “system information type 3C” messages. An entire
system information type 3C trace can be seen on page 16.

This is an example of information that is transmitted on the BCCH channel of a BTS. Both parts
show the identity parameters from BTSs in Nijmegen. This information is the only information an
attacker would need to act as a false base station, since the BTS is never authenticated to the MS.

The Local Area Codes, are the Location Area Code (LAC)s named throughout this thesis and
define an area within the MCC and Mobile Network Code (MNC). The provider can choose how to
number its location areas. As you can see in this example both providers chose different area codes
in the same geographical area. It is unknown if a table linking location codesto actual locations is
publicly available.

in this category, which are usually divided into three subcategories. In contrast to the names of the
actual channels, the names of the three subcategories are hardly ever used in the GSM specification
and are added here only for completeness sake [36, 37].

Most control channels, except for the SACH and FACH channels, areusually only found in the 51
control multiframes.

Broadcast Channels (BCH) Used by a BTS to publish system parameters and synchronization in-
formation to MSs. These channels are continuously broadcasting from a cell-site, so all these
channels are downlink only.

Broadcast Control Channel (BCCH) This channel contains system parameters needed to iden-
tify the network and gain access. These parameters include the LAC, MNC,the frequen-
cies of neighboring cells, frequencies and time slots of other important logical channels,
and access parameters. A MS also uses the BCCH broadcasts to determine which BTS
to connect to, by measuring signal strengths and error rates from different BCCHs. BTSs
also broadcast a recommended transmit power level on this channel, whichcan help MSs
to select the most optimal BTS.

Frequency Correction Channel (FCCH) This channel is used by the MS to find BTSs. A
MS is always scanning its known beacon frequencies for FCCH channels. The FCCH
generates a tone on the radio channel that is used by the mobile station to adjust its local
oscillator.

Synchronization Channel (SCH) On the SCH numbers are transmitted that allow a MS to
compute the current TDMA frame number (FN) for frame synchronization.The SCH
is always located after the FCCH on a beacon frequency. This channelalso transmits a
so called Base Station Identity Code (BSIC). This code’s name should not be taken to
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literally, it consists of 6 bits that can be used by the MS to differentiate between nearby
BTSs broadcasting on the same frequency. The code does not state the actual identity of a
cell.

Cell Broadcast Channel (CBCH) This is not really its own type of logical channel. It is used
to broadcast specific information to network subscribers; such as weather, traffic, sports,
stocks, etc. The CBCH uses the same physical channel as the SDCCH (further down in
this list).

Common Control Channels (CCCH) The CCCH defines a group of channels used for signaling
between the BTS and the MS and to request and grant access to a traffic or control channel. Of
these, only the RACH is an uplink channel, the PCH and AGCH are both downlink channels.

Paging Channel (PCH) This channel is used to inform the MS of incoming traffic. The traffic
could be a voice call, SMS, or some signaling messages. Typically an MS will contin-
uously listen on the PCH for incoming transmissions addressed to its IMSI or TMSI. A
message on the PCH contains the reason for the paging. If this reason is anincoming call,
then this will usually cause a MS to warn its user of an incoming call; the mobile phone
will ‘ring’. Because the PCH is often allocated on a single time slot in the downlinkbea-
con frequency, MEs need only listen for incoming traffic a fraction of the time, saving
battery power.

Random Access Channel (RACH)This channel is used by a MS to request a channel on
which to send or receive traffic or signaling information. When the MS initiates a commu-
nication, a message is transmitted on the RACH. When a MS receives a page, this RACH
message will follow a message on the PCH. The RACH is a shared uplink channel.

Access Grant Channel (AGCH) Typically a BTS will respond to a message on the RACH
with a message on the AGCH, granting a MS a certain channel (ARFCN). Thismessage
both acknowledges the reception of a RACH message and answers it with a channel to
use.

The RACH is usually allotted time slot zero of the uplink beacon frequency andthe PCH and
AGCH usually use time slot zero of the downlink beacon frequency at certain intervals (remem-
ber that due to the offset between the downlink and uplink, the time slots zero do not coincide).
However more PCHs can be allocated in other frequencies if heavy traffic is to be expected.
The exact frequencies (ARFCNs) and time slots are communicated via the BCCH messages.

Dedicated Control Channels (DCCH) These are the point-to-point signaling channels used for call-
setup, handovers, location updates and other management tasks.

Standalone Dedicated Control Channel (SDCCH)The SDCCH channels are mostly used
for call-setup, location updates and SMS. A channel grant message on the AGCH will usu-
ally assign a SDCCH channel to a MS. On the SDCCH, messages are exchanged between
MS and BTS that take care of identification and authentication of the MS, instantiating of
the cryptography and assignment of a traffic channel, when handling a call-setup. Short
Message Service (SMS) messages are send directly via an appointed SDCCH. When the
business to perform is over, a channel release message can be send over the SDCCH to
free it for a new assignment.



CHAPTER 4. UM LAYER 1 42

Slow Associated Control Channel (SACCH)A SACCH channel is always assigned and used
with a TCH or SDCCH channel. The SACCH carries information for optimal radio opera-
tions like synchronization commands and channel measurements. The SACCHis usually
transmitted on frame 12 of the 26 traffic channel multiframe, and is therefore considered
‘slow.’ Data must be transmitted continuously on the defined SACCH time slots, because
reception of the SACCH messages is taken as proof of the continuing existence of the
‘physical’ radio connection. Because this channel does not use the traffic channels for its
communication - it uses the same frequency, but does not use TCH bursts -the SACCH is
also called “out band signaling”.

Fast Associated Control Channel (FACCH) The FACCH is always paired with a traffic chan-
nel (TCH). The FACCH information can actually ‘steal’ TCH bursts (or halfTCH bursts)
to transmit information. To this end TCH bursts actually have ‘stealing bits’ indicat-
ing whether this package contains data or signaling information (see section 4.3). The
FACCH is used for urgent (unscheduled) signaling like call disconnectsand handovers.
When a new call is established, the first communication on the traffic channel (TCH) is
actually FACCH traffic. The FACCH packages actually replace TCH data, so the use of
FACCH signaling degrades the conversation quality. Therefore there is alimit of up to one
out of six speech bursts that may be stolen by the FACCH. The FACCH manages a much
higher data rate than the SACCH and is therefore considered fast. Because the FACCH
uses bursts reserved for a TCH channel it is also called “in band signaling”.

The SDCCH is called stand-alone, because it is not linked to any other channel unlike the other
two dedicated control channels, which are sometimes collectively referredto as Associated
Control Channels (ACCH).

4.2.1 Channel combinations

Every logical channel described here can be allocated to its own ARFCN.However that would be
highly uneconomical since a lot of these channels are not used often enough to warrant them hogging
1
8th of a frequency continuously. In fact most of these logical channels share an ARFCN. This practice
is standardized into several often occurring sequences.

As was explained earlier in section 2.2.1, each BTS has a certain beacon frequency. Time slot
0 of this beacon frequency is always reserved for control channels. In principle the layout of this
logical channel can be decided by the operator, as long as at least the FCCH is present on this channel,
directly followed by an SCH. However in practice nearly all operators seem to keep to the advised
layout shown in figure 4.2. Notice that the use of CCCH in this figure points to the category of the
PCH, RACH and AGCH channels, and is used here to mean either PCH or AGCH (since RACH is
only present on the uplink frequency).

When auxiliary channels are used for control channels, their layout is often different. They con-
tain a subset of the BCCH, CCCH, SDCCH and SACCH channels.

Figure 4.2 shows a possible layout of all time slots within one ARFCN. It contains two control
channel 51-multiframes on time slots 0 and 1. Time slots 2 to 7 contain the traffic channels and some
SACH messages in the 26-multiframes. Remember that these channels are alternated sequentially on
the same frequency. The numbered SACH messages in time slot 1 correspond with the numbered
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TDMA frame TS0 TS1 TS2-TS7
0 FCCH

SDCCH 0

TCH
1 SCH TCH
2

BCCH

TCH
3 TCH
4

SDCCH 1

TCH
5 TCH
6

CCCH

TCH
7 TCH
8

SDCCH 2

TCH
9 TCH
10 FCCH TCH
11 SCH TCH
12

CCCH SDCCH 3

SACCH
13 TCH
14 TCH
15 TCH
16

CCCH SDCCH 4

TCH
17 TCH
18 TCH
19 TCH
20 FCCH

SDCCH 5

TCH
21 SCH TCH
22

CCCH

TCH
23 TCH
24

SDCCH 6
TCH

25 IDLE

TDMA frame TS0 TS1 TS2-TS7
26

CCCH
SDCCH 6

TCH
27 TCH
28

SDCCH 7

TCH
29 TCH
30 FCCH TCH
31 SCH TCH
32

CCCH

TCH
33 TCH
34 TCH
35

SACCH 0

TCH
36

CCCH

TCH
37 TCH
38 SACCH
39

SACCH 1

TCH
40 FCCH TCH
41 SCH TCH
42

CCCH

TCH
43

SACCH 2

TCH
44 TCH
45 TCH
46

CCCH

TCH
47

SACCH 3

TCH
48 IDLE TCH
49 IDLE TCH
50 IDLE IDLE TCH
0 FCCH SDCCH 8 TCH

Figure 4.2: Possible channel layout for a single frequency.

SDCCH messages. Since only one SACCH message is needed for every twoSDCCH messages the
shown multi frame only transports SACCH 0 to 3, the next multiframe would containSACH 4 to 7.

The unnumbered SACH messages in time slots 2 to 7 correspond to the traffic 26-multiframe they
are transported on.

4.3 Burst types

GSM uses Gaussian Minimum Shift Keying (GMSK) as its modulation method. GMSKprovides a
modulation rate of 270.833 kb/s. The duration of a single burst is 576.9µs. So the amount of bits that
can be transmitted in one burst equals nearly 156.25 bits.

There are five different kinds of bursts that are send over the channels [36, 38]. The normal burst
is the main burst type used for most communications. These five bursts have different structures which
allows for some differentiation, but the different types of bursts are mostly recognized because most
bursts are only used on a single, specific logical channel. All five of the bursts will be explored in
more detail here and are shown in figure 4.3 and table 4.1.

Normal Burst . The normal burst carries speech or data information. When the burst issent on
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a TCH it contains speech or FACCH data, when it is transmitted on a control channel it contains
signaling information. The structure of the normal burst is shown in figure 4.3(a).
MSs can be at different distances from a BTS. The further away a MS is from a BTS the more
transmission delays will cause their bursts to move out of their time slots. To prevent overlapping
and interference from other transmissions in other time slots every burst has aguard periodat the
end. The normal burst has 8.25 bits of guard period. The quarter bit in here might raise eyebrows, but
remember that we are talking about periods in which to send these bits, so from every normal burst
transmission the period it takes to transmit 8.25 bits are ignored.

All bursts also havetail bits at the beginning and end of every transmission. These tail bits are
also ignored. The starting tail bits are used to compensate for the time it takes a transmitter to reach
the peak of its power, and the ending tail bits for the time it takes the transmitter to power down.

The normal burst contains two data payloads of 57 bits each, thedata bits. In a fullrate TCH both
payloads are used for the same conversation,on a halfrate TCH each payload belongs to a different
conversation or a FACCH message.

Thestealing bitsindicate whether the corresponding data bits contain voice data (when set to‘0’),
or if the FACCH channel has ‘stolen’ it for signaling information (when setto ‘1’).

Finally thetraining sequenceis a predefined, known, sequence of bits which can be used by an
equalizer to reduce interference between symbols caused by multipath propagation. There are eight
defined training sequences in GSM. The MS is informed which training sequence will be used by
a Training Sequence Code (TSC), a code consisting of three bits that area part of the Base Station
Identity Code (BSIC) which is sent on the SCH.

Frequency Correction Burst The frequency correction burst (figure 4.3(b)) is used for frequency
synchronization of an MS. The sending of frequency correction bursts makes up the FCCH channel.
A frequency correction burst contains the standard guard time and tail bits. The 142fixed bitscontain
a standard modulated signal of only ‘0’s. This allows a MS to find the beaconfrequency of the BTS
and adjust its oscillator to maximize reception.

Dummy Burst The dummy burst looks exactly like a frequency correction burst. It is onlyused
when a burst is expected but no information needs to be transmitted, like on a SACCH. The fixed bits
of a dummy burst can be all zeros, or the middle 26 bits can contain a training sequence like in the
normal burst. In a dummy burst the fixed bits are often referred to asmixed bits.

Synchronization Burst A synchronization burst again has the same tail bits and guard period
as the previous bursts. It has two data payloads of 39 bits which contain theTDMA frame number
(FN) and the Base Station Identity Code (BSIC). A synchronization burstalso contains anextended
training sequence, which has the same function as the training sequence in the normal burst, only
some bits longer (totaling to 64 bits) and there exists only one defined extendedtraining sequence.
Synchronization bursts are send on the SCH and are used to synchronize the MS’s time with that of
the BTS.

Access BurstAccess bursts can only be sent by the MS and are only sent on the Random Access
Channel (RACH). The access burst is also the only burst type that hasa different guard period and
starting tail bits. Both are longer than in the other bursts.

The modulated signal from a MS needs to cross the distance between MS andBTS, which takes
time. This might cause bursts to arrive outside of their burst period; a timing delay. GSM compensates
for this by having the Base Station Subsystem (BSS) compute a timing advance and assigning it to
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an MS. The MS then sends its bursts delayed according to the timing advance causing them to arrive
on time at the BTS. The first time a MS tries to transmit to a new BTS, it doesn’t know any timing
advance, so the chances of this message arriving outside of its burst period are much larger. This
first message is an access burst sent on the RACH. To prevent interference from different MSs using
the RACH channel, the bursts on this channel have the much larger guard period (68.25 bits) and
starting tail bits (8 bits). Thesynchronization sequenceis a known sequence of bits used by the BTS
to compute the timing advance. The data payload of 36 bits contains the requestthe MS makes, and
will usually result in the assignment of a Standalone Dedicated Control Channel (SDCCH) on the
Access Grant Channel (AGCH) by a normal burst.

(a) a normal burst

(b) a frequency correction or dummy burst

(c) a synchronization burst

(d) an access burst

Figure 4.3: Overview of the layout of different burst structures

4.4 Burst assembly and channel encoding

In section 3.3 we saw an overview of the steps that data in a phone goes through before it is transmit-
ted as a burst. Some details were left out in that section that we will look into here.

Control frames are always 184 bits in size, speech frames are 260 bits, before they are channel
encoded. After all encoding steps both frames end up being transmitted as 456 bits, including all the
redundancy bits. This means they are transmitted in four (using both 57 bit payloads) or eighth (using
one payload) bursts.

The burst assembly step of figure 3.3 is decomposed in figure 4.4. The first two steps together are
often called the channel encoding step, and they add redundancy bits to the data.

When speech data is concerned the block encoding step divides the data into three classes accord-
ing to function and importance. As you may imagine in the encoding of sound waves some bits can
be more important to recreate a somewhat identical sound wave then others.Of the 260 bits of data
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Acronym Full name Up/ down burst types

TCH Traffic Channels
TCH/FS Full Rate TCH unicast up/downlink normal
TCH/HS Half Rate TCH unicast up/downlink normal

BCH Broadcast Channels
BCCH Broadcast Control Channel multicast downlink normal
FCCH Frequency Correction Channel multicast downlink frequency correction
SCH Synchronization Channel multicast downlink synchronization
CBCH Cell Broadcast Channel narrowcast downlink normal

CCCH Common Control Channels
PCH Paging Channel unicast downlink normal
RACH Random Access Channel shared uplink access
AGCH Access Grant Channel unicast downlink normal

DCCH Dedicated Control Channels
SDCCH Standalone Dedicated Control Channel unicast up/downlink normal
SACCH Slow Associated Control Channel unicast up/downlink normal
FACCH Fast Associated Control Channel unicast up/downlink normal

Table 4.1: Summary of all channels with the burst types that are send over them

Figure 4.4: Decomposition of the burst assembly block shown in figure 3.3

50 bits are assigned to class Ia, 132 bits to class Ib and the remaining 78 bits to class II. The class Ia
bits are then protected by a cyclic code resulting in a 3 parity bits that are added at the end of the class
Ia bits. Four ‘0’ bits are added after the class Ib bits en the resulting 267 bits(50 class Ia+ 3 parity+
132 class Ib+ 4 zeros+ 78 class II) are send to the convolution encoder. There only the class I bits
are protected with a convolution encoder that encodes every bit with two bits, doubling the number of
class I bits from 189 to 378 bits. The convolution encoder computes every redundancy bit out of five
consecutive bits, which is the reason for adding the four zeros at the end of the block encoding step.
The resulting data is now a packet of 456 bits (378 class I and 78 class II)which still encodes 20 ms
of audio.

Signaling information that will be transmitted via normal bursts can not be divided into the three
importance classes and it arrives in blocks of 184 bits. In the block encoding a 40 bits fire code is
computed over the input and added to them together with four zero bits. The resulting 288 bits (184+
40+ 4) are then doubled through the same convolution encoding as speech datagoes through resulting
in 456 bits.

For the RACH, FCCH and SCH data this entire burst assembly step does not apply (they are
transmitted via different bursts). The exact channel encoding steps for every conceivable bit of data is
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defined in [38].

The 456 bits resulting from the channel encoding are divided into sub blocks of 57 bits by the
following formula:

bit(i, j) = 64i + 57j (mod 456)

This formula shows with which bit in the original 456 bit block theith bit of the jth sub block
corresponds. So bits 0-5 of the sixth sub block are 342, 406, 14, 78 and 142 of the original sequence.
The resulting sub blocks are then interleaved.

If this is signaling information then the data will end up spread out over four consecutive normal
bursts by putting the first four sub blocks in the even numbered bits and the last four sub blocks in the
odd numbered bits of the two 57 bit payloads per burst.

If this is speech data then the first four sub blocks are put in the even numbered bits of the payloads
of four consecutive bursts and the last four sub blocks are put in the odd numbered bits of thenext
four consecutive bursts. So each speech block is smeared out over eight bursts and each burst contains
two times 57 alternating data bits from two different speech blocks.

(a) Interleaving for signaling data (b) Interleaving for speech

Figure 4.5: Interleaving

All this reordering and interleaving is done to strengthen the error correction. Transmission errors
become less concentrated and this significantly increases the chances of recovering the original data
when errors occur. Even when entire bursts disappear. The burst creation step then adds the tail bits,
stealing bits and training sequence to every two 57 bit blocks to create the normal bursts we know
from figure 4.3(a)

4.5 Scenarios

In this section the usage of channels is illustrated by some scenarios. First the initial steps during
a sign-on are discussed. Then we will look at the requests and assignments for channels, which
is necessary every time a MS and BTS want to communicate. Finally the three possible channel
assignments for a Mobile Originating Call (MOC) - the steps between BTS and MS when a MS
initiates a call - are discussed.

These scenarios are often illustrated using message sequence charts, where the arrows are labeled
with message, preceded by the logical channel they travel on in capitals.
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4.5.1 Sign on

The first basic steps of a sign on procedure occur only at the time a mobile is powered on, during
hand-overs, or when a mobile leaves an area that has no GSM coverage, and thus enters the reach of
a BTS. These basic steps are the following:

1. Scan the known list of beacon frequencies for the occurrence of afrequency correction burst.

2. When found, capture the next burst on this time slot in this frequency, which will always be a
synchronization burst.

3. Use the training sequence in the synchronization burst to fine tune to the beacon frequency, and
set the TDMA frame number according to the one in the synchronization burst.

4. Start listening on the Broadcast Control Channel (BCCH) channel on this frequency to gather
system information.

5. Use the system information to tune to the RACH and AGCH, and send an access burst.

6. Listen to the AGCH for a response. Repeat steps 5 and 6 until a controlchannel is assigned.

A MS can encounter multiple BTSs transmitting on the beacon frequencies of its SIMs provider. It
will then order these by reception quality and connect to the one with the bestreception. The eventual
response on the AGCH will contain a ARFCN number and time-slot, to which the MScan tune. This
ARFCN+ time-slot will be a reserved SDCCH for this MS, on which authentication (as discussed in
sections 2.5.1 and 7.1) can take place.

4.5.2 Channel setup

{TMSI}
MS

{TMSI}
Network

PCH: paging TMSI

RACH: request control channel

AGCH: assign ARFCN and time-slot

Tune to ARFCN

SDCCH/FCCH: service request

Figure 4.6: Generic channel request/assignment.

Figure 4.6 shows the generic way for a MS to get a control or voice channel connection from the
BTS. In this channel setup a MS is already linked to a BTS as was discussedabove. Channel setup
precedes most scenarios, because it assigns a control or voice channel to the MS. These assigned
channels are needed for dedicated signaling between the MS and BTS, e.g. for authentication or call
establishment.
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The first dashed arrow in this diagram shows a possible message on the paging channel. If this
message occurs, then the channel setup is initiated by the network, e.g. because there is an incoming
voice call for the subscriber (MTC). If the dashed arrow is ignored, then the diagram shows a channel
setup initiated by the MS, e.g. to perform a location update. Who ever initiates thechannel setup, all
the messages besides the “paging message” remain the same.

The “request control channel” message contains the reason for the request (e.g. answering page)
and the type of channel requested. The RACH channel is a free for allchannel where all MSs in
the neighborhood can transmit an access burst on. This can cause different access bursts to collide.
Therefore every MS will wait a random time until it retransmits the access burst.

At some point the access burst will be received correctly and a response will be transmitted on
the AGCH channel. Because the AGCH is also a general broadcast channel, this response contains an
identifier linking this response to the original request. The MS recognizes that this response is meant
for him and tunes to the ARFCN and time-slot mentioned in the response. On this channel further
communication can happen to achieve the goal for which the channel setup was initiated.

4.5.3 Mobile Originated Call (MOC)

When making a call the MS and BTS first go through the standard channel setup as discussed above.
This section shows the signaling to setup a MOC. The signaling for a mobile terminated call (MTC)
is so similar, that we will not discuss it here.

Figure 4.7 shows three different possibilities for a MOC call setup. The differences between these
possibilities lie in the moment at which a traffic channel is assigned to the MS. All three figures
incorporate the general channel assignment described above at the beginning. They omit the paging
message, because they describe an MOC. An MTC would start with a pagingmessage from the BTS.

These scenarios also omit authentication. Authentication will often happen directly after sign-on
and can be skipped during MOC. Although a network can always chooseto have the MS authenticate
itself. In these scenarios this would occur between the “call request” and“start ciphering” messages.
Authentication is discussed in more detail in sections 2.5.1 and 7.1.

The first is called “Very early assignment” and is detailed in figure 4.7(a). Here the network
responds by immediately assigning a traffic channel (Traffic Channels (TCH)) to the MS. Remem-
ber that the traffic channel is also used as a Fast Associated Control Channel (FACCH)channel, by
replacing the traffic payload with signaling information.

After assignment the traffic channel is first used as FACCH signaling channel, to exchange the sig-
naling necessary for call initiation. The “call request” message from the MS signals the network that
call establishment should begin. If the network supports ciphering, then ciphering is now negotiated,
possibly preceded by authentication. Then the MS signals the number it wishes to call (MSISDN) to
the network. The “call proceeding” message from the network acts as anacknowledgment that a call
connection is being initiated. At this point the display on the ME should show thatcalling is being
initiated. The “alert” message from the network carries the ringing tone, indicating the waiting for
the other side to pick up (trace 4.3). When the other side does so, the connection is finalized via the
“connect” and corresponding “connect ack” message which will cause the MS to consider the FACCH
channel as a pure TCH channel on which the conversation can take place.

Very early assignment is not very efficient with precious traffic channel resources. A call could be
aborted after the initial assignment, e.g. because the MS fails authentication, or the receiving MS can
not be found. Then for some time the traffic channel has been unnecessarily in use. Typically traffic
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MS Network

RACH: request channel for call

AGCH: assign TCH / FACCH

Tune to ARFCN

FACCH: call request

FACCH: start ciphering

FACCH: ciphering started

FACCH: call number (MSISDN)

FACCH: call proceeding

FACCH: alert

FACCH: connect

FACCH: connect ack

TCH: conversation

(a) Very early assignment

MS Network

RACH: request channel for call

AGCH: assign SDCCH

Tune to ARFCN

SDCCH: call request

SDCCH: start ciphering

SDCCH: ciphering started

SDCCH: call number (MSISDN)

SDCCH: call proceeding

SDCCH: assign TCH/FACCH

Tune to ARFCN

FACCH: Assign complete

FACCH: alert

FACCH: connect

FACCH: connect ack

TCH: conversation

(b) Early assignment

MS Network

RACH: request channel for call

AGCH: assign SDCCH

Tune to ARFCN

SDCCH: call request

SDCCH: start ciphering

SDCCH: ciphering started

SDCCH: call number (MSISDN)

SDCCH: call proceeding

SDCCH: alert

SDCCH: assign TCH/FACCH

Tune to ARFCN

FACCH: Assign complete

FACCH: connect

FACCH: connect ack

TCH: conversation

(c) Late assignment

Figure 4.7: Channel assignment for Mobile Originated Call (MOC)
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channels are more precious in a network than stand-alone signaling channels.

Early assignment differs by first assigning a SDCCH channel for the initial steps in the call set-up.
It does require the MS to tune to an ARFCN twice, but if the call is aborted in theinitial phase, then no
traffic channel was reserved needlessly. The extra channel assignment takes place between the “call
proceeding” message and the “alert” message. Besides the extra channel assignment and the initial
steps taking place on the SDCCH the early assignment is identical to the very early assignment.

Early assignment is more efficient with traffic channels than very early assignment. However if the
callee takes a long time to answer the call, or if he doesn’t answer the call at all, then early assignment
isn’t much more efficient.

Late assignment is in many ways identical to early assignment, accept that the traffic channel is
only established when the callee picks up the call.

This is of course most resource efficient, but it does have a few troublesome side effects. Firstly
the ringing tone of the alert message has to be generated by the MS, because there is not yet a traf-
fic channel to transmit this on. Most MSs generate a tone of continental European taste, which will
sound confusing to subscribers outside of continental Europe, like Britain. But secondly and most
importantly the traffic channel assignment can cause a post-pick-up delay, potentially swallowing the
first few syllables of the conversation [39].

During this research only early assignment was encountered as call setup procedure. It is com-
monly assumed that early assignment is the preferred method for most providers [39, 27].

Trace 4.2: CC Call Proceeding
�

HEX l 2 d a t a o u t B :194 Format B DATA ( down )
000 : 03 62 09 83 02 2b 2b 2b− 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0 : 03 −−−−−−−1 Extended Address : 1 o c t e t long
0 : 03 −−−−−−1− C/R: Command
0 : 03 −−−000−− SAPI : RR, MM and CC
0 : 03 −00−−−−− Link P r o t o c o l D i s c i m i n a t o r : GSM ( no t C e l l B r o a d c a s t i n g )
1 : 62 −−−−−−−0 I n f o r m a t i o n Frame
1 : 62 −−−−001− N( S ) , Sequence c o u n t e r : 1
1 : 62 −−−0−−−− P
1 : 62 011−−−−− N(R) , R e t r a n s m i s s i o n c o u n t e r : 3
2 : 09 −−−−−−−1 EL , Extended Length : y
2 : 09 −−−−−−0− M, s e g m e n t a t i o n : N
2 : 09 000010−− Length : 2
3 : 83 1−−−−−−− D i r e c t i o n : To o r i g i n a t i n g s i t e
3 : 83 −000−−−− 0 T r a n s a c t i o n I D
3 : 83 −−−−0011 C a l l c o n t r o l . c a l l r e l a t e d SS messages
4 : 02 00−−−−−− Send Sequence Number : 0
4 : 02 −−000010 C a l l P r o c e e s i n g

�

The CC Call Proceeding message lets the MS know that the requested call has been accepted by
the network. Which means the MS is authenticated and allowed to make the call. Theprovided
MSISDN number was also a correct number. In the mean time the network is alsotrying to establish
a connection to the other phone.
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Trace 4.3: CC Alerting
�

HEX l 2 d a t a o u t B :296 Format Bbis (RR, MM or CC)
000 : 83 01 1c 10 a1 0e 02 01− 00 02 01 10 30 06 81 01
001: 28 84 01 07 1e 02 ea 88

0 : 83 1−−−−−−− D i r e c t i o n : To o r i g i n a t i n g s i t e
0 : 83 −000−−−− 0 T r a n s a c t i o n I D
0 : 83 −−−−0011 C a l l c o n t r o l . c a l l r e l a t e d SS messages
1 : 01 00−−−−−− Send Sequence Number : 0
1 : 01 −−000001 C a l l A l e r t i n g
2 : 1c XXXXXXXX UNKNOWN DATA (22 b y t e s )
2 : 1c YYYYYYYY REST OCTETS ( 2 2 )

�

This message shows the MS that the receiving phone is being contacted. Itcontains the ringing tone
the subscriber hears while the called party has not yet picked up their phone.



Chapter 5

Um layer 2

This chapter will look further into the second layer of the Um protocol. Layer 2 is also called the
data link layer and more or less coincides with the data link layer of the OSI model.The signaling
protocol used on the data link layer is called LAPDm. It is a slightly modified version of the Link
Access Protocol on the D channel (LAPD) protocol, which is used within ISDN systems and on the
Abis interface (connecting the BTS with a BSC, section 2.4). Both protocols are derived from, and
strongly resemble, the High level Data Link Control (HDLC) protocol [40].

As we saw in chapter 4 both control signals and speech data are sent over the Um interface in
bursts. The data link layer is only defined for the signaling channels, not for the speech channels
(TCHs). In the case of speech packets, eight consecutive bursts contain one speech frame (and two
halves) of 20ms of audio. These bursts contain no further headers or other meta information, only
speech data. During a phone conversation, the traffic on the dedicated TCH channel needs no meta
information in order to be reconstructed correctly at the receiving end. The combination of the TDMA
conventions and the redundancy encoded into the bursts are enough to ensure this under most circum-
stances.

5.1 Layer 2 control frames

All frames on the second layer consist of 23 bytes, usually named octets. We saw in section 4.4 that
control frames are processed for transmission in blocks of 184 bits, which are eventually transmitted
using 4 bursts. So one frame consists of 184/8 = 23 octets.

Signaling frames can be sent through the data link layer in two modes;acknowledgedandunac-
knowledged. In acknowledged mode, data is sent in Information (I) frames, which provide positive
acknowledgment, error protection through retransmission and flow control. Acknowledged mode can
only be used on the Dedicated Control Channels (DCCH) channels. In unacknowledged mode, data is
sent in Unnumbered Information (UI) frames. There is no flow control nor are there acknowledgments
or layer 2 error protections. Unacknowledged mode is always used on the BCCH, Paging Channel
(PCH) and AGCH. The RACH channel uses neither modes. Because it is accessed by multiple MSs
it can not be protected through reservation of channel or timeslot.

Figure 5.1 shows generic layer 2 frames for acknowledged operations called the A and B type.
The, not shown, Bbis type consists of purely 23 octets of information bits, which is only used in

53
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(a) A-type frame (b) B-type frame

Figure 5.1: General layer 2 frames, used in acknowledged mode.

unacknowledged mode. There are more frame types, but the A, B and Bbistypes are most used
and most interesting in the context of decoding GSM signals. All frame definitions can be found in
[41, 42]. The A-type frame is sent in acknowledged mode as a fill frame when no payload is available
on an active connection, the B-type frame transmits actual signaling data.

The numbering and naming in figure 5.1 are consistent with the ETSI documentation [42]. The
first bit received is the least significant bit of the first octet; the bit numbered 1 of octet 1 in the figure.
The N201 variable represents the size of the information field in octets.

The I-frames, used for acknowledged operation, distinguish themselvesfrom UI-frames by their
header. This header contains an address field, which may consist of one or several octets. However for
the current GSM standard this field never surpasses the length of one octet. The control field always
consists of a single octet and is used for the acknowledged operations. The length field resembles the
address field in that it is defined as spanning one or several octets, yetin the current GSM standard it
never uses more than a single octet. These three header fields are shownin more detail in figures 5.2
to 5.4.

After the header zero or more information octets follow, which can be passed on to the third layer
of the Um protocol. These are often called Information Element (IE)s. Thename IE will return when
we are talking about the third layer of the Um protocol, there they also designate information bits.
However in the context of the third layer IEs define a variable number of information bits, while in
layer two they always point to octets of information bits. The maximum number of IEs is named
N201 in the ETSI documentation [42]. The N201 value is coded in the length field. The maximum
number of IEs present in a layer 2 frame differs per logical channel and are shown in table 5.1. A Bbis
frame consists only of information octets, and the presence of information octets make the difference
between the A and B type frames.

Finally if a layer 2 frame has not yet reached a length of 23 octets it is filled withappropriately
named fill bits. An octet of fill bits is always coded as ‘00101011’ when sent by the network. The
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Figure 5.2: Layer 2 address field format

same coding, together with ‘11111111’ are used as fill bits when sent by the MS. The ‘00101011’
encodes the string “2B”.

Table 5.1: Logical channels and the maximum length of the LAPDm information field.

Logical channel N201

SACCH 18 octets
SDCCH, FACCH 20 octets
BCCH, AGCH, PCH 23 octets

5.2 The I-frame header

The A and B type frames shown in figure 5.1 are used as I frames. Their headers, the address, control
and length fields, are the interesting parts, setting them apart from UI frames. The possible information
field is sent up to the third layer of the Um-protocol.

5.2.1 The Address field

The address field is so named, because the combination of SAPI and the channel on which a frame is
received identifies the ‘address’ of the third layer service primitive to which the information bits need
to be forwarded. It should not be confused with the addressing of packages to the correct agent, which
is entirely decided by the geographical location, used frequency and time-slot. The address field is
shown in figure 5.2.
The address field consists of:

• the address field extension (EA) bit;

• the Command/ Response (C/R) bit;

• the Service Access Point Identifier (SAPI);

• the Link Protocol Discriminator (LPD);

• and a spare bit.

For the Link Protocol Discriminator (LPD) field only the combination “0 0” should occur within
control frames on the Um interface.

The Service Access Point Identifier (SAPI), consists of three bits, so itcan take the values 0 to
7. Currently only two values are defined; 0 (“000”) for all control signals and 3 (“011”) for sms
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messages. the other six values are reserved for future standardization. Table 5.2 shows the possible
modes for different SAPIs on different channels. It shows, amongst other things, that SMS messages
are always sent in acknowledged mode. The channels that only support unacknowledged mode, do
not use frames with an address field, but they do not need to know the SAPI.

The Command/ Response (C/R) bit identifies a frame as either a command or a response. Table
5.3 shows the possible meanings of the C/R bit given the direction within the Um interface, of the
frame.

The address field extension (EA) bit can be used to extend the size of the address field with another
octet. When the EA bit is set to ‘0’ it indicates that the address field extends tothe following octet,
when it is set to ‘1’ it indicates that this is the final octet of the address field.Currently in the GSM
system no layer 2 frames are sent with an address field spanning more thanone octet, so for all intent
and purposes this bit will always be set to ‘1’.

The spare bit is, as the name suggests, currently unused in the GSM protocol. Standard this bit
is set to ‘0’, however if a receiving entity finds this bit set to ‘1’ it should simply disregard it without
yielding an error.

Table 5.2: Mode of operation and allowed SAPIs

Type of channel SAPI=0 SAPI=3

BCCH Unacknowledged Not supported
CCCH Unacknowledged Not supported

SDCCH Unacknowledged and Acknowledged Acknowledged
SACCH associated with SDCCH Unacknowledged Not supported

SACCH associated with TCH Unacknowledged Acknowledged
FACCH Unacknowledged and Acknowledged Not supported

Table 5.3: C/R field bit usage

Type Direction C/R value

Command
BS→MS 1
MS→ BS 0

Respond
BS→MS 0
MS→ BS 1

5.2.2 The control field

The control field, which is detailed in figure 5.3, can have several compositions. For further under-
standing of this control field another set of, regrettably confusing, identifiers (and thus more acronyms)
need to be introduced. The control field can be transmitted in three formats:

• the Information transfer format (I format); not to be confused with the Information (I) definition,
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(a) I format

(b) S format

(c) U format

Figure 5.3: Layer 2 control field format

is used to perform an information transfer between layer 3 entities, with positive acknowledg-
ment.

• The Supervisory format (S format); is used for layer 2 supervisory control functions, such as:
acknowledge I frames, request retransmission of I frames and request a temporary suspension
of I frame transmissions.

• The Unnumbered format (U format); not to be confused with the Unnumbered Information
(UI) definition, is used to provide additional data link control functions andunacknowledged
information transfers.

As figure 5.3 shows, these different formats contain several fields:

• the Send sequence Number (N(S)) field; this is only send by I format frames and encodes the
send sequence number of the current frame modulo 8.

• The Receive sequence Number (N(R)) field; this is send by I and S format frames and en-
codes theexpectedsend sequence number of the next received frame modulo 8. It positively
acknowledges receiving all I format frames up to and including N(R)-1.

• The Poll/Final bit (P/F) bit; is send by all frames and functions either as a Poll bit when send in
a command frame, or as a Final bit when send in a response frame. A poll bitset to ‘1’ triggers
the creation of a response frame (either S or U formatted) in the receiving entity with the final
bit set to ‘1’.

• The Supervisory function (S) and Unnumbered function (U) bits encodecertain command mes-
sages likereceive ready command (RR)or disconnect command (DISC). The definition of these
commands can be found in [42].

Because the N(S) and N(R) fields are encoded modulo 8, the maximum numberof outstanding
unacknowledged frames is seven. However the GSM specification limits this maximum number to
one in almost all cases. This increases the need for the A-type frames, who do not transport any layer
3 information, but can serve to acknowledge the reception of frames.
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Trace 5.1: CC Call Connect
�

HEX l 2 d a t a o u t B :194 Format B DATA ( down )
000 : 03 24 09 83 07 2b 2b 2b− 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0 : 03 −−−−−−−1 Extended Address : 1 o c t e t long
0 : 03 −−−−−−1− C/R: Command
0 : 03 −−−000−− SAPI : RR, MM and CC
0 : 03 −00−−−−− Link P r o t o c o l D i s c i m i n a t o r : GSM ( no t C e l l B r o a d c a s t i n g )
1 : 24 −−−−−−−0 I n f o r m a t i o n Frame
1 : 24 −−−−010− N( S ) , Sequence c o u n t e r : 2
1 : 24 −−−0−−−− P
1 : 24 001−−−−− N(R) , R e t r a n s m i s s i o n c o u n t e r : 1
2 : 09 −−−−−−−1 EL , Extended Length : y
2 : 09 −−−−−−0− M, s e g m e n t a t i o n : N
2 : 09 000010−− Length : 2
3 : 83 1−−−−−−− D i r e c t i o n : To o r i g i n a t i n g s i t e
3 : 83 −000−−−− 0 T r a n s a c t i o n I D
3 : 83 −−−−0011 C a l l c o n t r o l . c a l l r e l a t e d SS messages
4 : 07 00−−−−−− Send Sequence Number : 0
4 : 07 −−000111 C a l l Connect

�

The Call Connect message tells the MS that the called party has picked up its phone. When the
MS responds with a Connect Acknowledge message (trace 5.2), the current channel will be used to
transmit voice data back and forth between the callers. The message is transmitted in an I frame,
asking for acknowledgment, Poll bit.

Figure 5.4: Layer 2 length field format

5.2.3 The length field

The length field encodes the length of the Information Elements (IEs); N201.It contains three fields:

• the Extension bit (EL); works like the EA in the address field. It is used to allow the control
field to span more octets. When this bit is set to ‘0’ it indicates the control field continuing in
the following octet. When set to ‘1’ it indicates the last octet of the control field. In the current
GSM standard there exist no layer two messages with a control field larger than a single octet.

• The More data bit (M); this bit is used to indicate segmentation of a layer 3 message on the data
link layer. If the M bit is set to ‘1’ this indicates that the IEs of this message contain only a part
of a layer 3 message. If the M bit is set to ‘0’, this either indicates that this message contains an
entire layer 3 message, if the previous frame also had a control message withthe M bit set to
‘0’, or it indicates that this message contains the last part of a layer 3 message, if the previous
frame had a control field with the M bit set to ‘1’. Segmented layer 3 messagesalways use I
frames for transport. In all other frames the M bit is set to ‘0’.
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• The length; this is a six bit field, that actually encodes the length of the information elements.

Remember that the total length of every frame is 23 octets or 184 bits. The lengthfield just shows
the number of octets that contain useful information to deliver to the third layer.

Trace 5.2: CC Call Connect Acknowledge
�

HEX l 2 d a t a o u t B :194 Format B DATA ( up )
000 : 01 01 08 03 0 f 2b 2b 2b − 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0 : 01 −−−−−−−1 Extended Address : 1 o c t e t long
0 : 01 −−−−−−0− C/R: Response
0 : 01 −−−000−− SAPI : RR, MM and CC
0 : 01 −00−−−−− Link P r o t o c o l D i s c i m i n a t o r : GSM ( no t C e l l B r o a d c a s t i n g )
1 : 01 −−−−−−01 S u p v e r v i s o r y Frame
1 : 01 −−−−00−− RR Frame ( Rece ive ready )
1 : 01 −−−0−−−− P o l l / F i n a l b i t ( P/ F )
1 : 01 000−−−−− N(R) , R e t r a n s m i s s i o n c o u n t e r : 0
2 : 08 −−−−−−−0 EL , Extended Length : n
2 : 08 −−−−−−0− M, s e g m e n t a t i o n : N
2 : 08 000010−− Length : 2
3 : 03 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
3 : 03 −000−−−− 0 T r a n s a c t i o n I D
3 : 03 −−−−0011 C a l l c o n t r o l . c a l l r e l a t e d SS messages
4 : 0 f 00−−−−−− Send Sequence Number : 0
4 : 0 f −−001111 Connect Acknowledge

�

The acknowledge message belonging to the earlier CC Call Connect message (5.1). Transmitted in a
supervisory frame. The N(R) counter is almost always zero, becausethe GSM specification sets the
maximum outstanding message window to 1, instead of the possible 7.

As you can see the connect message and this acknowledgment are very similar in contents.
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Um layer 3

The third layer of the Um-protocol is specified by the ETSI in [43, 44]. Thethird layer is often divided
into three sublayers, of which the last is again divided into three sublayers:

1. Radio Resource management (RR); this concerns the configuration ofthe logical and physical
channels on the air-interface.

2. Mobility Management (MM); for subscriber authentication and maintaining thegeographical
location of subscribers (mobility management).

3. Connection management (CM); consists of three sublayers itself:

(a) Supplementary Services (SS); manages all kinds of extra services that are not connected
to the core functionality of GSM.

(b) Short Message Service (SMS); the handling of the SMS messages.

(c) Call Control (CC); creating and ending telephone calls.

Figure 6.1 gives an overview of the GSM protocol stack. Most of the layers in the BSS and NSS
will not been discussed in this thesis, but it does show how all the layers ofthe Um interface are
built upon each other, and how the several layers are defined betweendifferent entities. The first two
layers of the Um-protocol as well as some of the RR functionality end at the BTS. The rest of the
RR sublayer ends at the BSC. The RR sublayer is responsible for the channel management of radio
channels, so it does not need to go beyond the BSC. When a “physical” connection between MS and
BTS has been established through RR functionality, a MM connection can beopened on top of that.
A CM connection on its turn can be created on top of a MM layer (e.g. via the CMService Request,
trace 6.2).

On figure 6.1 the MM layer is defined between the MS and MSC but since it passes transparently
on to the VLR the MM sublayer is often said to be defined between MS and VLR.

The RR, MM and CC sublayers are the most interesting sublayers of the thirdlayer. The SMS
sublayer is very similar to the CC sublayer (with the CC sublayer being more extended) and the SS
sublayer is not involved in any core functionality. Therefore the RR, MM and CC sublayers will be
discussed in detail further along in this chapter, but first we will look into theframe structure of layer
3 messages.

60
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Figure 6.1: Overview of the GSM protocol stack. Figure adapted from [45]

6.1 Layer 3 frames

The frames used on the third layer of the Um protocol do not have a fixed size, as opposed to layer 2
frames. They do however consist of a two byte header, possibly followed by data bits. The structure
of a layer 3 frame is shown in figure 6.1.

6.1.1 Layer 3 frame header

The header of a layer 3 frame consists of two byte-sized, separate fields; the Type ID octet and the
Message Type octet. These are shown in figures 6.3 and 6.4 respectively.

The layout of the Type ID octet is dependent on the sublayer that uses the frame. However the
four least significant bits always contain the Protocol Discriminator (PD).The PD identifies the layer
three protocol to which the entire frame belongs. The possible values of thePD and their meaning
can be found in table 6.1. The PD coded as “1110” is currently unused withing the Um protocol. It is
a reserved sequence for possible future use, indicating the other fourbits of this octet also belong to
the PD field. This case, at the moment unused, is the only way for the other four bits of the Type ID
octet to deviate from the way shown in figure 6.3.

The four most significant bits of the Type ID octet differ whether the message belongs to the CM
(figure 6.3(a)) or the RR or MM sublayer (figure 6.3(b)). When a message belongs to the RR or MM
sublayer these four bits are coded as “0000”, called the skip indicator, and serve no function. When
the message belongs to the CM sublayer these four bits encode the Transaction Identifier (TI). The
Transaction Identifier (TI) allows for distinguishing several simultaneoustransactions for a single MS.
It is divided into the TI flag (the most significant bit) and the TI Value (the other three bits). The TI
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Figure 6.2: A general Um layer 3 frame

(a) CM format

(b) RR and MM format

Figure 6.3: Layer 3 Type ID octet format

flag distinguishes between the initiating (coded ‘0’) and responding side (coded ‘1’) of a transaction.
The TI value is a unique number between 0 and 6 (“111” is again reservedfor possible future use)
for this transaction, within this SAPI and PD. When a new transaction is startedthe initiating side
chooses a number between 0 and 6, that is not yet used within the currentUm connection, with the
same SAPI and PD, and sets the TI Value to this number. The responding sidewill use the same
number when responding to this message, with the TI flag set to zero. After the transaction ends, the
TI value is released. So every ME can have seven self-initiated transactions open on the Um protocol
within every PD category at any given time, and respond to another seveninitiated by the network.

The second byte of a standard layer 3 message is called the Message Type(MT) octet. The
Message Type is detailed in figure 6.4. Regrettably the MT octet contains a similarly named Message
Type field, which may cause some confusion. When we speak of the MT field, it should always mean
the 6 bit field inside the MT octet. Where the Type ID octet shows to which sublayer and connection
a message belongs, the MT octet encodes the content of the message.

The most significant bit is always coded ‘0’ and if this is a RR message then the next bit is also
coded ‘0’. For CM and MM messages this bit is coded with a Send SequenceNumber (SSN) modulo
2 (figure 6.4(b)). So this bit flips every CM or MM message. The only realusage for this bit lies in
protocol testing.

The interesting part of the MT octet lies in the Message Type field, which identifies the function
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Table 6.1: Protocol Discriminators (PDs) on layer 3 of the Um interface

bits 4 3 2 1 Sub layer

0 0 1 1 Call Control (CC), call related Supplementary Services (SS)
0 1 0 1 Mobility Management (MM)
0 1 1 0 Radio Resource management (RR)
1 0 0 1 SMS messages
1 0 1 1 non call related Supplementary Services (SS)
1 1 1 0 reserved for extension of the PD to one octet length
1 1 1 1 reserved for test procedures

(a) RR format

(b) CM and MM format

Figure 6.4: Layer 3 Message Type octet format

of the message. All defined messages can be found in the specification [44]. Every possible Um-
message has a MT number associated with it, which is unique within the Um-protocol (the same MT
number can have different meanings on the other interfaces), the direction (the same MT number can
have different meanings depending on whether it is sent by the MS or by the BTS), and the channel it
was transmitted on (the same MT number can have different meanings depending on on which logical
channel it was sent, e.g. on a SACCH or on a DCCH). For every messagethe number of possible
arguments is also specified. These arguments are divided between the mandatory and the optional
arguments and are included in the data bits.

6.1.2 Layer 3 frame data

The frame data is built up out of Information Elements (IEs). The mandatory arguments are always
the first IEs, followed by the optional arguments. In contrast with the IEs on the second layer, the IEs
in the third layer have a variable size between one and several octets. These IEs can be built up out
of a Information Element Identifier (IEI), a Length Indicator (LI), and avalue part. Every IE contains
at least one and possibly all of these elements. The Information Element Identifier (IEI) can be seen
as a type declaration. Therefore these IEs are so called Type-Length-Value encoded. All the possible
combinations of the type, length and value inside an IE can be found in table 6.2.

The different types are introduced to save bits that need not be used. For instance if a mandatory
IE is always of the same type, then no IEI is necessary. The same goes for the length and value.
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Table 6.2: Possible formats of information elements.

Format IEI present LI present Value part present

Type only (T) yes no no
Value only (V) no no yes
Type and Value (TV) yes no yes
Length and Value (LV) no yes yes
Type, Length and Value (TLV) yes yes yes

The IEI field is always present in the non-mandatory IEs. In the mandatory IEs it can be left out.
When the IEI is present it can either have a size of a half or one octet. When the IEI has the size of a
half octet, the IE is always of the TV-type, with the other half of the octet reserved for the value.

When a Length Indicator (LI) field is present in a IE, it always consists of a single octet. It encodes
the number of octets in the Value part of the IE. When a Length Indicator part is present, the IE should
also contain a value part (it is either of type LV or TLV), unless the LI encodes a zero length Value
part. If the Value part is present in an IE, then it can either consist of a half octet (when of type TV)
or one or more octets (for types V, LV and TLV).

6.2 Radio Resource (RR)

The Radio Resource management is in fact the lowest sublayer within the thirdlayer of the Um-
protocol, managing the allocation and teardown of dedicated signaling and traffic channels that can
be used by the higher layers. The RR functionality is also used on the BCCH totransmit the system
information and for the paging, access requests and access grants on the Common Control Channels
(CCCH). Furthermore the RR layer also handles the handover managementand controls the ciphering
of channels, though the actual ciphering happens on the first layer of the Um protocol.

The RR sublayer is defined between the MS and the BSC, though when concerning handovers,
some messages will reach the MSC.

Some of the often used RR messages are defined in table 6.3. The names of these messages have
a couple of letters in upper case which make up the commonly used abbreviations for the messages.
All the RR messages can be found in [44].

6.3 Mobility Management(MM)

The Mobility Management sublayer uses the control channels provided bythe RR sublayer to manage
the mobility of subscribers. Or, more accurately, manage the mobility information;for every ME/IMSI
the code of the BTS it is currently connected to is stored. This code, the CGIrepresents each cell
within a GSM network, and this information is stored inside the serving VLR.

The MM sublayer is used for location updates and paging control. It also handles the authentica-
tion of MSs. Basically the MM sublayer handles most traffic whenever a TMSI/ IMSI is involved, or
a cell identity number.
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Table 6.3: Example RR message definitions

MT field Name Direction Description

- CHANnel RE-
Quest

MS→ BTS This message requests a channel for further communication
in channel setup (section 4.5.2). It has no MT field code,
because this message is only transmitted via access bursts
(section 4.3). In only a single octet this message encodes both
the reason for the channel request - e.g. “emergency call” or
“answer to paging” - and a random reference which the BTS
uses in its reply to this message.

110101 CIPHer MODe
CoMmanD

BTS→ MS Command to start encryption on the Um interface. This com-
mand contains the algorithm (A5/X) that should be used and
whether the CIPHer MODe COMplete reply should contain
the International Mobile Equipment Identity and Software
Version (IMEISV).

111111 IMMediate
ASSignment
CoMmanD

BTS→ MS This message is always transmitted on the AGCH. This mes-
sage can use a lot of parameters to assign a channel to the
MS. These parameters include: the random reference taken
from a channel request message, the ARFCN and time-slot
of the dedicated channel, the final variables needed for fre-
quency hopping (HSN, MA and MAIO, section 3.1.2) and
the timing advance - a number representing the time delay
between transmission and reception, so the MS can adjust its
transmissions accordingly.

To this end the MM sublayer is defined between the MS and the VLR. Some of theoften used
MM messages are shown in table 6.4. The letters of the message names that arewritten in upper case
compose the commonly used abbreviations for these messages. All the MM messages can be found
in [44].

6.4 Call Control (CC)

The Call Control sublayer manages the actual calls made on the GSM network. It uses an MM
connection to a MS to manage call establishments and teardowns to it. This sublayer is very similar
to the ITU-T Recommendation Q.931, which is ISDN’s connection control protocol.

The CC sublayer is defined between the MS and the MSC.
Some of the often used CC messages are shown in table 6.5. The letters of the message names

that are written in upper case compose the commonly used abbreviations for these messages. All the
CC messages can be found in [44].



CHAPTER 6. UM LAYER 3 66

Table 6.4: Example MM message definitions

ID Name Direction Description

001000 LOCation UP-
Date REQuest

MS→ BTS Request for a location update service (sections 2.5.2 and
6.5.1). This request contains a parameter which identifies
whether this is a periodic or normal location update or if it is
a sign-on procedure. This request also contains the old LAI
and MS parameters like the IMSI/TMSI and the supported
ciphers.

010010 AUTHentication
REQuest

BTS→ MS The authentication command contains the random challenge
(RAND) and the CKSN - the identifier for the resulting ses-
sion key. Authentication is described in sections 2.5.1 and
7.1.

011010 TMSI REAL-
location CoM-
manD

BTS→ MS At the end of a location update the MS should be assigned a
new TMSI. This command assigns the new value, although
the specification does allow for the TMSI reallocation com-
mand to contain the IMSI, instead of a new TMSI.

6.5 Scenarios

We will now look at two scenarios in detail: the location registration - which is essentially the same
as a location update - and a Mobile Originating Call (MOC) setup. Both scenarios are illustrated with
an message sequence chart (figure 6.5). Above each message arrowthe channel name and the layer
3 sublayer where this message occurs are named. In some rare cases “ack” also appears above the
message arrow, which denotes that this message purely acts as an acknowledgment on the second
layer of the Um interface. In the general case however a message is automatically acknowledged by
the reception of the next message shown in the chart. Below the message arrows the actual content
of the message is placed. These contents are shown by their ETSI definedabbreviations and when
relevant they are followed by the most important parameters between brackets. When parameters is
denoted as “X” then this means the actual value X, as opposed to, for instance IMSI denoting the
IMSI value of this specific MS.

These scenarios show possible ways in which these message exchangescould run. A practical
situation might differ, though the occurrence of messages shown here is a likely course. Both scenarios
start with a channel setup phase. The Location registration scenario alsoshows an authentication and
identification phase, which are both optional. A network can decide to perform either phase when it
wishes.

6.5.1 Location registration

The location registration is a location update in which the MS uses its IMSI to identify itself with in-
stead of its TMSI. So effectually this scenario shows a sign-on procedure. Changing every occurrence
of the IMSI for TMSI will make this a general location update scenario. Theuse and general idea of
the location update has been discussed earlier in section 2.5.2.

The location registration is shown in figure 6.5(a). The first two message show the channel setup
phase, in which the MS signals the BTS on the RACH a “CHANnelREQuest”. This request contains
the reason for the request (a location update) and a reference number, which the network uses in its
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Table 6.5: Example CC message definitions

ID Name Direction Description

000001 ALERTing MS↔ BTS The alerting message is transmitted by the MS in a MTC to
indicate that the ME has started signaling the user of the in-
coming call (ringing). The alerting message is also transmit-
ted by the network to the MS in a MOC to indicate that the
called user alerting has been initiated (dial tone). The MTC
and MOC procedures are discussed in sections 2.5, 4.5.3 and
6.5.2.

000101 SETUP MS↔ BTS In a MOC the setup message is transmitted from the MS to
the BTS. In a MTC the setup message is transmitted from the
BTS to the MS. It contains many parameters, but most impor-
tantly it contains the number of the caller/ callee (MSISDN)
and the kind of TCH connection requested/used.

000111 CONnect MS↔ BTS This message is transmitted by the MS in a MTC and it indi-
cates that the user accepted the call. In a MOC the message
is transmitted by the BTS to indicate that the connection was
successfully established.

“IMMediate ASSignmentCoMmanD”, so the MS can see this assignment is meant for him. The
immediate assignment command assigns a SDCCH channel to the MS by giving it theARFCN and
time-slot of the reserved channel. The channel setup happens at the Radio Resource management
(RR) sublayer.

The MS then tunes to the SDCCH channel and transmits a request. The request on this channel is
seen by the BTS as the acknowledgment of the immediate assignment. The request in this case is a
“LOCation UPDateREQuest” containing the IMSI and old LAI of the MS. This request is a Mobility
Management (MM) request. It is acknowledged by the network through alayer 2 acknowledge frame,
which completes the MM sublayer hand shake.

Then an authentication phase starts, initiated by the network. The network can always choose to
perform an authentication, though if the MS is already authenticated, this is not obliged. Authentica-
tion is a MM sublayer task.

In the original location update request to the network the MS already gave alist of the encryption
algorithms it supports. The network decides that this communication needs to continue encrypted, so it
issues the “CIPHerMODe CoMmand” with the encryption algorithm to use. Upon correct reception
of this command the MS starts ciphering all its transmissions and deciphering all the messages it
receives. The BTS in the meantime has started deciphering all messages it receives on this channel,
but the BTS only starts to encipher its transmission when it receives the “CIPHer MODe COMplete”
message. From this moment on all communication between this MS and BTS on this channel are
encrypted. Remember that although the cipher command and response are RR sublayer messages, the
encryption happens on the first layer of the Um protocol.

Once encryption has started the network can choose to request identity numbers of the MS. The
“IDENTity REQuest” asks for specific identifiers, in this case the IMEI, which the MS provides in its
response.

The network then assigns a new TMSI to the MS with the “TMSIREALlocationCoMmanD”.
The MS signals it has correctly received the new TMSI via the “TMSIREALlocationCOMplete”
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message. After which the network ends the location update procedure by transmitting the “LOCa-
tion UPDateACCept” message.

6.5.2 Mobile Originating Call (MOC)

Figure 6.5(b) shows a Mobile Originating Call (MOC) setup using early assignment. MOCs and early
assignment where discussed earlier in sections 2.5.3 and 4.5.3.

The subscriber wants to make a call and thus the MS signals the network for achannel, in the
channel setup phase. This is identical to the channel setup in the previousscenario, except for the
reason the MS gives in its request.

After the channel setup the MS transmits a “CMSERViceREQuest” with the service that is
requested - a MOC in this case, but it could also be e.g. SMS - and its current TMSI and Ciphering
Key Sequence Number (CKSN). The network recognizes that the MS is already authenticated and the
network also has a session key stored for this TMSI with the same CKSN, prompting the network to
skip authentication and directly start ciphering. The ciphering procedureis the exact same as in the
previous scenario.

After the layer two acknowledgment of the “CMSERViceREQuest”, there is Call Control (CC)
sublayer connection. After ciphering has started on this channel the MS begins the “SETUP” by
transmitting the directory number - MSISDN - the subscriber wishes to call. If the call is accepted the
network replies with a “CALLPROCeed” message.

The MS is now assigned a Traffic Channels (TCH), which first functions as a Fast Associated
Control Channel (FACCH). The MS transmits an empty message once it is tuned to the correct chan-
nel. The network responds with a layer 2 acknowledge frame, .. the MS to transmit an “ASSign-
mentCOMplete” message which fully establishes the channel. Note that although theMS and BTS
have switched to a new channel the encryption settings are taken along. Soall succeeding messages
are still encrypted.

The network now keeps sending “ALERT” messages transmitting the ringing tone until the called
phone is picked up. When that happens the network will transmit a “CONnect” message, which the
MS acknowledges. From this moment on channel is used as a TCH channeland voice data can be
exchanged.
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MS Network

RACH/RR

CHAN REQ (“loc upd”,ref)

AGCH/RR

IMM ASS CMD (arfcn,time-slot,ref)

SDCCH/MM

LOC UPD REQ (imsi,laiold)

SDCCH/MM ack

LOC UPD REQ (imsi,laiold)

SDCCH/MM

AUTH REQ (cksn, rand)

SDCCH/MM

AUTH RSP (sres)

SDCCH/RR

CIPH MOD CMD (a5/x)

SDCCH/RR

CIPH MOD COM ()

SDCCH/MM

IDENT REQ (“imei”)

SDCCH/MM

IDENT RSP (imei)

SDCCH/MM

TMSI REAL CMD (tmsi)

SDCCH/MM

TMSI REAL COM ()

SDCCH/MM

LOC UPD ACC

(a) Location registration

MS Network

RACH/RR

CHAN REQ (“call”,ref)

AGCH/RR

IMM ASS CMD (arfcn,time-slot,ref)

SDCCH/MM

CM SERV REQ (serv,cksn,tmsi)

SDCCH/MM ack

CM SERV REQ (serv,cksn,tmsi)

SDCCH/RR

CIPH MOD CMD (a5/x)

SDCCH/RR

CIPH MOD COM ()

SDCCH/CC

SETUP (msisdn)

SDCCH/CC

CALL PROC

SDCCH/RR

ASS CMD (arfcn,time-slot)

FACCH/-

FACCH/- ack

FACCH/RR
ASS COM

FACCH/CC
ALERT

FACCH/CC

CON

FACCH/CC
CON ACK

(b) Mobile Originating Call setup with early assignment

Figure 6.5: Scenarios showing actual message exchanges between MS and BTS
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Trace 6.1: RR Immediate Assignment Command
�

HEX l 2 d a t a o u t B b i s :462 Format Bbis DATA
000: 31 06 3 f 00 52 f0 ab 85 − ad e0 01 01 0 f 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0 : 31 001100−− Pseudo Length : 12
1 : 06 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
1 : 06 −000−−−− 0 T r a n s a c t i o n I D
1 : 06 −−−−0110 Radio Resouce Management
2 : 3 f 0−111111 RRimmediateAssignment
2 : 3 f −x−−−−−− Send sequence number : 0
3 : 00 −−−−−−00 Page Mode : Normal pag ing
3 : 00 −0−−−−−− No meaning
3 : 00 −−0−−−−− Downlink a s s i g n t o MS: No meaning
3 : 00 −−−0−−−− Th is messages a s s i g n s a d e d i c a t e d mode r e s o u r c e
4 : 52 −−−−−010 T imes lo t number : 2
4 : 52 01010−−− Chan . D e s c r i p t . : SDCCH/8 + SACCH/C8 or CBCH (SDCCH/ 8 )
5 : f0 111−−−−− T r a i n i n g seq . code : 7
5 : f0 −−−1−−−− HoppingChannel
6 : ab . . . . . . . . Mobi le A l l o c a t i o n Index O f f s e t (MAIO) 2
6 : ab −−101011 Hopping Seq . Number : 43
7 : 85 100−−−−− E s t a b l i s h i n g Cause : Answer t o pag ing
7 : 85 −−−xxxxx Random Refe rence : 5
8 : ad xxxxxxxx T1/ T2 / T3
9 : e0 xxxxxxxx T1/ T2 / T3

10 : 01 −−xxxxxx Timing advance va l ue : 1
11 : 01 00000001 Length o f Mobi le A l l o c a t i o n : 1
12 : 0 f −−−−1−−− Mobi le A l l o c a t i o n ARFCN #4
12 : 0 f −−−−−1−− Mobi le A l l o c a t i o n ARFCN #3
12 : 0 f −−−−−−1− Mobi le A l l o c a t i o n ARFCN #2
12 : 0 f −−−−−−−1 Mobi le A l l o c a t i o n ARFCN #1

�

This message is used to assign a control channel to the MS. It is a response to a Channel Request
message from the MS on the AGCH. This command refers to that message via theRandom Reference
(octet 7, value 5). The BTS also computed the transmission delay from the Channel Request and
sends a Timing advance value along that the MS can use to make sure its transmissions arrive in the
correct time window.

This command provides a channel with a certain layout detailed in the ChannelDescription. It
gives the MS a time-slot, a list of ARFCN numbers, the hopping sequence number and the MAIO.
The T1/T2/T3 of octets 8 and 9 encode the frame number, though this is not correctly decoded by
gsmdecode.
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Trace 6.2: MM CM Service Request
�

HEX l 2 d a t a o u t B :194 Format B DATA ( up )
000 : 01 01 34 05 24 21 03 33− 19 81 05 f4 6c 3a 01 8e
001: 2b 2b 2b 2b 2b 2b 2b

0 : 01 −−−−−−−1 Extended Address : 1 o c t e t long
0 : 01 −−−−−−0− C/R: Response
0 : 01 −−−000−− SAPI : RR, MM and CC
0 : 01 −00−−−−− Link P r o t o c o l D i s c i m i n a t o r : GSM ( no t C e l l B r o a d c a s t i n g )
1 : 01 −−−−−−01 S u p v e r v i s o r y Frame
1 : 01 −−−−00−− RR Frame ( Rece ive ready )
1 : 01 −−−0−−−− P o l l / F i n a l b i t ( P/ F )
1 : 01 000−−−−− N(R) , R e t r a n s m i s s i o n c o u n t e r : 0
2 : 34 −−−−−−−0 EL , Extended Length : n
2 : 34 −−−−−−0− M, s e g m e n t a t i o n : N
2 : 34 001101−− Length : 13
3 : 05 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
3 : 05 −000−−−− 0 T r a n s a c t i o n I D
3 : 05 −−−−0101 Mobi le Management Message ( non GPRS)
4 : 24 00−−−−−− SendSequenceNumber : 0
4 : 24 −−100100 MMcmServiceRequest
5 : 21 −010−−−− C i p h e r i n g key sequence : 2
5 : 21 −−−−0001 Reques t S e r v i c e Type : MS o r i g i n a t e d c a l l
6 : 03 00000011 MS Classmark 2 l e n g t h : 3
7 : 33 −01−−−−− Rev i s i on Leve l : Phase 2
7 : 33 −−−1−−−− C o n t r o l l e d e a r l y c l a s s m a r k send ing : Implemented
7 : 33 −−−−0−−− A5 /1 a v a i l a b l e
7 : 33 −−−−−011 RF power c l a s s c a p a b i l i t y : C l as s 4
8 : 19 −1−−−−−− Pseudo Sync C a p a b i l i t y : no t p r e s e n t
8 : 19 −−01−−−− SS S c r e e n i n g : Phase 2 e r r o r h a n d l i n g
8 : 19 −−−−1−−− Mobi le Termina ted P o i n t t o P o i n t SMS: s u p p o r t e d
8 : 19 −−−−−0−− V o i c e B r o a d c a s t S e r v i c e : no t s u p p o r t e d
8 : 19 −−−−−−0− Vo iceGroupCa l lSe rv i ce : no t s u p p o r t e d
8 : 19 −−−−−−−1 MS s u p p o r t s E−GSM or R−GSM: s u p p o r t e d
9 : 81 1−−−−−−− CM3 o p t i o n : s u p p o r t e d
9 : 81 −−0−−−−− Loca t ionServ i ceVa lueAdded C a p a b i l i t y : no t s u p p o r t e d
9 : 81 −−−−0−−− SoLSA C a p a b i l i t y : no t s u p p o r t e d
9 : 81 −−−−−−0− A5 /3 no t a v a i l a b l e
9 : 81 −−−−−−−1 A5 / 2 : a v a i l a b l e

11 : f4 −−−−−100 Type of i d e n t i t y : TMSI/P−TMSI
12 : 6c −−−−−−−− ID ( 4 / even ) : 6C3A018E

�

This is an up link message by the MS indicating that it wants to make a call. This message also acts as
an acknowledgment of the immediate assignment message (trace 6.1) and is the first message to pass
on the dedicated SDCCH.

Among a large number of parameters are the CKSN, the encryption capabilitiesof the ME -
in this case A5/1 and A5/2 but not A5/3 - and the MSs identity. The message is acknowledged by
an nearly identical message in the down link, only the second octet shows it tobe an Unnumbered
Acknowledge frame.
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Trace 6.3: CC Call Setup
�

HEX l 2 d a t a o u t B :194 Format B DATA ( up )
000 : 01 01 50 03 45 04 04 60− 02 00 81 5e 06 81 60∗∗
001: ∗∗ ∗∗ ∗∗ a1 15 01 01

0 : 01 −−−−−−−1 Extended Address : 1 o c t e t long
0 : 01 −−−−−−0− C/R: Response
0 : 01 −−−000−− SAPI : RR, MM and CC
0 : 01 −00−−−−− Link P r o t o c o l D i s c i m i n a t o r : GSM ( no t C e l l B r o a d c a s t i n g )
1 : 01 −−−−−−01 S u p v e r v i s o r y Frame
1 : 01 −−−−00−− RR Frame ( Rece ive ready )
1 : 01 −−−0−−−− P o l l / F i n a l b i t ( P/ F )
1 : 01 000−−−−− N(R) , R e t r a n s m i s s i o n c o u n t e r : 0
2 : 50 −−−−−−−0 EL , Extended Length : n
2 : 50 −−−−−−0− M, s e g m e n t a t i o n : N
2 : 50 010100−− Length : 20
3 : 03 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
3 : 03 −000−−−− 0 T r a n s a c t i o n I D
3 : 03 −−−−0011 C a l l c o n t r o l . c a l l r e l a t e d SS messages
4 : 45 01−−−−−− Send Sequence Number : 1
4 : 45 −−000101 C a l l Setup
5 : 04 00000100 Beare r C a p a b i l i t y
6 : 04 00000100 Length : 4
7 : 60 0−−−−−−− E x t e n s i o n : no
7 : 60 −11−−−−− Radio Channel : dua l r a t e MS/ f u l l r a t e p r e f e r r e d
7 : 60 −−−0−−−− Coding S tanda rd : GSM
7 : 60 −−−−0−−− T r a n s f e r Mode : C i r c u i t
7 : 60 −−−−−000 T r a n s f e r C a p a b i l i t y : speech
8 : 02 0−−−−−−− E x t e n s i o n : no
8 : 02 −0−−−−−− Compress ion : no
8 : 02 −−−−0−−− Duplex Mode : h a l f
8 : 02 −−−−−−1− Rate Req . : Data 4 .8 kb/ s , f u l l r a t e , n . t r a n s p . 6kb req
9 : 00 0−−−−−−− E x t e n s i o n : no
9 : 00 −−−00−−− Rate A d a p t a t i o n : no r a t e a d a p t i o n
9 : 00 −−−−−000 S i g n a l l i n g Access P r o t o c o l : UNKNOWN

10: 81 −−−−−−−1 Asynchronous
11 : 5e FIXME : some d a t a might be i n e x t e n t i o n s
11 : 5e 01011110 C a l l e d P a r t y BCD Number
12 : 06 00000110 Length : 6
13 : 81 −000−−−− Type of number : unknown
14 : 60 −−−−−−−− Number ( 1 0 ) : 06∗∗∗∗∗∗∗∗
19 : a1 10100001 CLIR s u p r e s s i o n
20 : 15 00010101 FIXME
21: 01 XXXXXXXX UNKNOWN DATA (2 b y t e s )
21 : 01 YYYYYYYY REST OCTETS ( 2 )

�

This CC Call Setup message is transmitted by the MS to the network and contains thenumber the user
wishes to call. The ‘*’ tokens in the trace where placed to hide the telephone number that was called.
As you can see in the final octets, the gsmdecode still has a few bugs.
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Trace 6.4: RR Assign Command
�

HEX l 2 d a t a o u t B :296 Format Bbis (RR, MM or CC)
000 : 06 2e 0 f f0 eb 05 62 00 − 00 00 00 20 00 10 10 00
001: 00 00 00 00 01 00 00 63− 21 72 01 0 f

0 : 06 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
0 : 06 −000−−−− 0 T r a n s a c t i o n I D
0 : 06 −−−−0110 Radio Resouce Management
1 : 2e 00101110 RR Ass ign Command
2 : 0 f −−−−−111 T imes lo t number : 7
2 : 0 f 00001−−− Channel D e s c r i p t i o n : TCH/ F + ACCHs
3 : f0 111−−−−− T r a i n i n g seq . code : 7
3 : f0 −−−1−−−− HoppingChannel
4 : eb . . . . . . . . Mobi le A l l o c a t i o n Index O f f s e t (MAIO) 3
4 : eb −−101011 Hopping Seq . Number : 43
5 : 05 −−−00101 Power Leve l : 5
6 : 62 UNKNOWN. FIXME
6 : 62 XXXXXXXX UNKNOWN DATA (22 b y t e s )
6 : 62 YYYYYYYY REST OCTETS ( 2 2 )

�

The RR Assign Command which switches the call setup from the current SDCCH to a TCH. The
GSM network used early assignment for call setup (Section 4.5.3) so this message was transmitted
after a call proceeding message (trace 4.2), but before the alert messages (trace 4.3).

This message looks a lot like the immediate assignment (trace 6.1) and functions similarly. How-
ever immediate assignment messages are only transmitted on the AGCH to assign a dedicated control
or traffic channel, while assign messages occur only on dedicated channels.

Again you can see the not always perfect decoding abilities of Gsmdecode.

Trace 6.5: RR Assign Complete
�

HEX l 2 d a t a o u t B :194 Format B DATA ( up )
000 : 01 01 0c 06 29 00 2b 2b− 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0 : 01 −−−−−−−1 Extended Address : 1 o c t e t long
0 : 01 −−−−−−0− C/R: Response
0 : 01 −−−000−− SAPI : RR, MM and CC
0 : 01 −00−−−−− Link P r o t o c o l D i s c i m i n a t o r : GSM ( no t C e l l B r o a d c a s t i n g )
1 : 01 −−−−−−01 S u p v e r v i s o r y Frame
1 : 01 −−−−00−− RR Frame ( Rece ive ready )
1 : 01 −−−0−−−− P o l l / F i n a l b i t ( P/ F )
1 : 01 000−−−−− N(R) , R e t r a n s m i s s i o n c o u n t e r : 0
2 : 0c −−−−−−−0 EL , Extended Length : n
2 : 0c −−−−−−0− M, s e g m e n t a t i o n : N
2 : 0c 000011−− Length : 3
3 : 06 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
3 : 06 −000−−−− 0 T r a n s a c t i o n I D
3 : 06 −−−−0110 Radio Resouce Management
4 : 29 0−101001 RR Ass ign Complete
5 : 00 00000000 RR−Cause ( r e a s o n of even t )= Normal even t

�

The acknowledgment of the RR Assign Command (trace 6.4). The MS has been able to tune to the
new channel and this message is the first message to pass on the new channel. In this case it is a traffic
channel (TCH), but until the conversation begins it is used as a Fast Associated Control Channel
(FACCH).

Keep in mind that the messages remain encrypted although the connection was moved to an other
channel.



Chapter 7

Encryption

This chapter will explain the uses of encryption in the GSM air interface and will look in detail into
some of the encryption algorithms used. Some of the weaknesses of these algorithms will be discussed
in chapter 8.

GSM networks can offer several security features through encryption. The most important of
these areauthorized network usageandcall confidentiality. For these goals three generic algorithms
are defined:

• A3, used to generate a response (SRES) from the secret keyKi and the challenge (RAND).

• A8, used to generate the session key (Kc) from the secret keyKi and the challenge (RAND).

• A5, used to generate keystream from the session key (Kc) and the current TDMA frame number
(FN).

These names refer to generic algorithms that can be instantiated with practicalalgorithms that conform
to the specifications set for these algorithms [46].

7.1 Authentication

Authentication of a MS to the network is mostly achieved by a challenge/response (for which the A3
algorithm is needed) and because both parties need to be able to compute the same session key for
encryption (the A8 algorithm). The exact message exchange was alreadydiscussed in section 6.5.1;
as a brief, and simplified recap see figure 7.1. The implementations of the A3 and A8 algorithms
for every user exist only in two places; the SIM of the user and the providers’ Authentication Centre
(AuC). Both of these are controlled by the provider. So providers are free to choose the actual im-
plementations of the A3 and A8 algorithm, as long as they follow the contracts of A3 and A8. For
A3 this means that given two arguments, a 128 bitKi and a 128 bit random (RAND) yields a 32 bit
Signed Response (SRES). For A8 this means that given two arguments, a 128 bit Ki and a 128 bit
random (RAND), result in a 64 bit session key (Kc). Both A3 and A8 should be implemented by
cryptographic hash functions. Even though providers are free to choose their own implementation
nearly all providers opted to use the COMP128 algorithm, suggested by the ETSI for both A3 and A8.

COMP128 was an example design by the ETSI given in a memorandum of understanding. It is
a proprietary hash function that was kept confidential. In 1998 it was reverse engineered by Briceno,
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{Ki, A3, A8, IMSI}
MS

{IMSI→ (A3, A8, Ki)}
Network

IMSI

Lookup (A3, A8, Ki)
random RAND
Kc=A8(Ki,RAND)
SRES=A3(Ki,RAND)

RAND

Kc=A8(Ki,RAND)
SRES=A3(Ki,RAND)

SRES

verify SRES

ciphered communication
using Kc

Figure 7.1: Simplified authentication of a MS to the network.

Goldberg, and Wagner [9], using a leaked document [5] and an actualGSM phone. Some improve-
ments were introduced into a newer version of COMP128: COMP128v2, retrospectively renaming the
original algorithm to COMP128v1. The second version is also kept secret, as are possible other A3/A8
algorithms. Currently the designs of the A3/A8 algorithms used in newer SIM cards is unknown.

7.1.1 COMP128v1

COMP128 performs both the A3 (response calculation) and the A8 (session key calculation) in a
single algorithm. It is a cryptographic hash function that receives two 128bit arguments (the secret
key Ki and the challenge RAND), which results in the response (SRES) concatenated with the pseudo
session key (K′c):

COMP128(RAND,Ki) = (SRES||K′c)

where|| denotes concatenation.
However the SRES andK′c are not concatenated directly. COMP128v1 results in a 128 bit binary
number. Of this result the first 32 bits are the signed response (SRES) and only the final 54 bits
are used asK′c. We call this a pseudo session key, because the actual session key needed in the A5
algorithms is 64 bits long. Ten zeros are added to the end ofK′c to make the actual session keyKc. It
is unknown if this also happens in COMP128v1’s successors.

COMP128v1 is a hash function with 40 rounds, where each round consists of a table look up
followed by mixing. There are five different tables, one used for each consecutive round, which is
repeated eight times. Source code of the entire COMP128v1 function can be found at [9].
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7.2 Confidentiality

To achieve call confidentiality phone calls are encrypted on the Um interface (chapters 3 and 4), using
an A5 encryption algorithm. Since the encryption only happens on layer 1 ofthe Um interface, only
the air interface between the BTS and the MS is protected. Unlike the A3 and A8algorithms, the A5
encryption is programmed into the phone hardware (ME) and the cell towers(BTSs), and therefore
there is only a choice between three pre-defined algorithms; A5/1, A5/2 and A5/3. These algorithms
encrypt the payload in the bursts (section 4.3) transmitted on the first layer of the air-interface, under
the session key (Kc) and the current frame number. It is worth noticing that there is a fourth option,
namely using no encryption. A BTS decides whether to use encryption, andif so which algorithm to
use, and sends this to the MS over a DCCH.

A5/1 was the original encryption algorithm used in GSM. It was introduced in 1987, but at that
time is was an export restricted encryption algorithm. So when GSM grew beyond Europe, a modified
(and actually weakened) version was created: A5/2.

Originally the internal designs of A5/1 and A5/2 was kept secret. It was only disclosed to GSM
manufacturers under an NDA. However in 1999 Marc Briceno reverseengineered the design of both
A5/1 and A5/2 from a GSM phone [7]. Both algorithms are stream ciphers, generating keystream
from the current frame number and the session key (Kc) which is XOR-ed with the plain text.

In 2002 an additional A5 algorithm was introduced: A5/3. Unlike with its predecessors, the inter-
nal designs of A5/3 where immediately published [47]. It was based on the block-cipher KASUMI,
which was already used in third generation networks, and which in turn wasbased on the block-cipher
MISTY (KASUMI is the Japanese word for “mist”). A5/3 is currently considered unbroken and the
best cryptographic alternative in GSM. A5/3 differs from its predecessors in yet another way; it uses
a 128 bit session key. This is the standard in third generation mobile communication networks, but in
GSM the session key provided by the A8 algorithm is defined as 64 bits. How these 64 bits lead to the
128 bit session key is currently unknown, but it seams unlikely that the session key in A5/3 will have
more than 64 bits of entropy.

In January of 2010, Dunkelman, Keller and Shamir published a new attack on KASUMI reducing
the time-complexity down to 232 (the previous best attack had a time-complexity of 276) [48]. This
new attack is a related key attack and needs chosen plain text messages, making it impractical as an
attack against GSM or the third generation networks. However this theoretical break is still worrying
considering that the designers of KASUMI payed specific attention to related key attacks. Also this
new attack does not break MISTY in any way, indicating that the changes made for KASUMI actually
weakened the cipher significantly.

7.2.1 A5/1

The GSM encryption is used to encrypt bursts over the Um interface. These bursts contain 114 bits
of plain text (section 4.3). For each burst A5/1 generates 228 bits of keystream. The last 114 bits of
this keystream are XOR-ed with the plain text, in effect encrypting it into cipher text. The other 114
bits are used to decrypt an incoming burst, by XORing the keystream with the cipher text, yielding
the plain text layer 1 burst.

The internal design of A5/1 contains three Linear Feedback Shift Register (LFSR)s of different
size, named R1, R2 and R3, as is shown in figure 7.2. These registers achieve irregular clocking
through their clock bits. At the end of every step the three clock bits (bit 8 for R1 and bit 10 for R2
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and R3) are compared to find the value of the majority of these three bits. Those registers with a clock
bit that is equal to this majority will clock. So at each step two or all three of the registers will clock
and each register will clock with a chance of3

4.

When a register clocks its tap bits (for R1 numbers 13, 16, 17, and 18, forR2 numbers 20 and 21
and for R3 numbers 7, 20, 21 and 22) are XOR-ed and the resulting bit value is input at index 0 of the
specific register. All bits inside the register move on to the next index. The highest number bits come
out the registers and are XOR-ed together to form a keystream bit.

Figure 7.2: Diagram of the internal design of the A5/1 stream cipher.

The internal state of the A5/1 cipher needs to first be instantiated with two variables; the session
key (Kc) and the current frame number. The session key is a private key that both MS and network can
compute (section 7.1.1) and the Frame Number (FN) is a public key that denotesthe current TDMA
frame within the Hyperframe (section 4.1). The frame number used in the A5/1 setup is encoded by
22 bits number we will callf . f consists of three fields T1, T2 and T3. T1 is encoded by 11 bits, T2
by 5 and T3 by 6. The definitions are given by the following equations:

f (22 bits)= T1||T3||T2

T1 (11 bits)= FN div (51× 26)

T2 (6 bits)= FN mod 26

T3 (5 bits)= FN mod 51

Where|| denotes a concatenation.
T1, T2 and T3 denote the frame number of the current TDMA frame modulo thesize of control
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and traffic multiframes and superframes respectively. Note that if the encryption happens on a traffic
channel, then T2 denotes the position of the TDMA frame inside the multiframe, if ithappens on a
signaling channel than this index is stored in T3. Frame structures where discussed in section 4.1.

The A5/1 algorithm runs as follows:

1. Set all the registers to ‘0’

2. Fori = 0 to 63:

• clock all three registers

• R1[0]← R1[0] ⊕ Kc[i]; R2[0]← R2[0] ⊕ Kc[i]; R3[0]← R3[0] ⊕ Kc[i].

3. Fori = 0 to 21:

• clock all three registers

• R1[0]← R1[0] ⊕ f [i]; R2[0]← R2[0] ⊕ f [i]; R3[0]← R3[0] ⊕ f [i].

4. Run for 100 rounds using majority clocking.

5. Generate 114 bits of keystream used to decipher/ encipher the nextdownlinkpackage.

6. Generate 114 bits of keystream used to decipher/ encipher the nextuplink package.

7. Start again at step 1 with the sameKc and a new (current)f .

Steps 1 to 4 show the initialization steps of the A5/1 algorithm. First the session key is clocked in,
then the frame number follows. These initialization parameters are clocked in ‘normally’. That is to
say all three will clock simultaneously for every bit of the frame number and session key. After that
the initialization phase is ended by clocking one hundred times using the majority clocking explained
above.

The internal state is then ready to produce the keystream. In steps 5 and 6 the registers clock
irregularly for 228 bits. This results in 114 bits of keystream used for encryption and 114 bits used
for decryption. This handles the encryption of the next burst to transmit and the decryption of the
first burst to receive. After that the entire process repeats itself for the next bursts in the next TDMA
frame.
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Trace 7.1: RR Cipher mode command
�

HEX l 2 d a t a o u t B :194 Format B DATA ( down )
000 : 03 20 0d 06 35 01 2b 2b− 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0 : 03 −−−−−−−1 Extended Address : 1 o c t e t long
0 : 03 −−−−−−1− C/R: Command
0 : 03 −−−000−− SAPI : RR, MM and CC
0 : 03 −00−−−−− Link P r o t o c o l D i s c i m i n a t o r : GSM ( no CBCH)
1 : 20 −−−−−−−0 I n f o r m a t i o n Frame
1 : 20 −−−−000− N( S ) , Sequence c o u n t e r : 0
1 : 20 −−−0−−−− P
1 : 20 001−−−−− N(R) , R e t r a n s m i s s i o n c o u n t e r : 1
2 : 0d −−−−−−−1 EL , Extended Length : y
2 : 0d −−−−−−0− M, s e g m e n t a t i o n : N
2 : 0d 000011−− Length : 3
3 : 06 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
3 : 06 −000−−−− 0 T r a n s a c t i o n I D
3 : 06 −−−−0110 Radio Resouce Management
4 : 35 00110101 RR Cipher Mode Command
5 : 01 −−−−000− Cipher : A5/1
5 : 01 −−−−−−−1 S t a r t c i p h e r i n g
5 : 01 −−−0−−−− Cipher Response : IMEISV s h a l l no t be i n c l u d e d

�

The Cipher mode command tells the MS to begin ciphering on the Um-interface. It isa Radio Re-
source message and it contains two parameters - the algorithm to use for ciphering, in this case A5/1,
and whether the response (the Cipher mode complete message, trace 7.2) should contain the IMEISV.

Trace 7.2: RR Cipher Mode Complete
�

HEX l 2 d a t a o u t B :194 Format B DATA ( up )
000 : 01 01 08 06 32 2b 2b 2b− 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0 : 01 −−−−−−−1 Extended Address : 1 o c t e t long
0 : 01 −−−−−−0− C/R: Response
0 : 01 −−−000−− SAPI : RR, MM and CC
0 : 01 −00−−−−− Link P r o t o c o l D i s c i m i n a t o r : GSM ( no t C e l l B r o a d c a s t i n g )
1 : 01 −−−−−−01 S u p v e r v i s o r y Frame
1 : 01 −−−−00−− RR Frame ( Rece ive ready )
1 : 01 −−−0−−−− P o l l / F i n a l b i t ( P/ F )
1 : 01 000−−−−− N(R) , R e t r a n s m i s s i o n c o u n t e r : 0
2 : 08 −−−−−−−0 EL , Extended Length : n
2 : 08 −−−−−−0− M, s e g m e n t a t i o n : N
2 : 08 000010−− Length : 2
3 : 06 0−−−−−−− D i r e c t i o n : From o r i g i n a t i n g s i t e
3 : 06 −000−−−− 0 T r a n s a c t i o n I D
3 : 06 −−−−0110 Radio Resouce Management
4 : 32 00110010 RR Cipher Mode Complete

l2 RRciphModCompl :2378 TRUNKATED (0 x0x7 f f f561d4ab9− 0 x0x7 f f f561d4ab9 )
�

With the Cipher Mode Complete message the MS acknowledges the receipt of theCipher Mode
Command (trace 7.1). This message also indicate that the MS has started ciphering its communication.
In fact this message is already transmitted under encryption. Because the Gammu software gets the
packages before they are encrypted, or after they are decrypted, we can still read this message.

The message is for the largest part filled with fill bits - the “2b” encoding. This message is actu-
ally the largest source of known plain text. The only thing that can vary is thepossible transmission of
the MEs IMEISV in the Cipher Mode Complete message. Which would be encoded in the fifth octet
of this message.



Chapter 8

GSM Security

This chapter discusses the security of the Um-interface of GSM. First we will look at the security
goals for the GSM system as stated by the ETSI. Each goal will be discussed specifically, looking
at its definition and the methods employed to achieve those goals. Then we will look at some of the
weaknesses of the GSM system, by discussing some specific attacks. These attacks are all directed
at the Um-interface of GSM, and for every attack the feasibility using the affordable and open-source
equipment discussed in chapter 1 will be discussed.

This discussion therefore focuses on attacks using a modest budget. These attacks will often suffer
from practical problems, which with enough resources to spend, could all be overcome. E.g. trying
to break the A5/1 encryption would be possible real-time using a FPGA array, costing over ahundred
thousand dollars [49]. These attack scenarios also assume a trusted GSMnetwork (other than the
Um-interface) and a trusted GSM provider and assume that A5/1 encryption is being used on the
Um-interface. World wide this is of course not always the case, but in manyWestern countries this
seems a reasonable assumption. If this encryption is not present, or a weaker one is used, e.g. A5/2,
then attacking the GSM system becomes much easier. This also excludes attacks by law enforcers. In
many countries the police have means for lawful interception, which is accommodated by the GSM
system. Finally, this discussion will also assume a trusted ME and SIM module.

8.1 Security goals

The security of GSM is at an obvious disadvantage when compared to traditional, wired telecommuni-
cation networks, because of the availability of the radio transmissions. Therefore the ETSI stated that
GSM security measures, where present, should provide the same level ofsecurity at the Um interface
as corresponding items enjoy in fixed networks [50].

8.1.1 ETSI defined security goals

The ETSI considers five security goals in the GSM system:

• subscriber identity (IMSI) confidentiality

• subscriber identity (IMSI) authentication

• user data confidentiality on physical connections
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• connectionless user data confidentiality

• signaling information element confidentiality

We will now look at each of these properties in more detail.

Subscriber identity confidentiality

This property states that the IMSI should not be made available or disclosedto unauthorized individ-
uals, entities or processes. This feature should provide for identity privacy and location privacy of the
subscriber and enhance other security features, like user data confidentiality.

Subscriber identity confidentiality is achieved by allocating a TMSI to a MS and using the TMSI
for all further communications. The ETSI recognizes that in some cases, e.g. when a MS does not yet
have a TMSI allocated (location registration, section 6.5.1), the IMSI is still transmitted in the clear
on the Um interface. This is what is exploited by IMSI catchers.

Subscriber identity authentication

This is basically the authentication of the subscriber identity (IMSI/TMSI) by the network. This prop-
erty both protects the providers from unauthorized use of their network,and protects the subscribers
from communicating with an attacker impersonating an actual subscriber.

This feature is achieved by the authentication process, as described in sections 2.5.1 and 7.1,
which can be initiated by the network at several times; most notably in location registration and when
a MS requests a service. If an authentication fails the specific MS is denied access to the PLMN.

User data confidentiality on physical connections

The reference to ‘physical’ connections here can be confusing, butthis property refers to the privacy
of all communication made on traffic channels (TCHs). A physical connection in this sense is a
point-to-point connection between two MSs (via the other entities in the network).

This is quite obviously achieved through the encryption discussed in chapter 7. When no encryp-
tion is used by the network then this feature is of course not maintained. A MS can signal the network
with a list of encryption’s it supports, though the networks should deny any MS that do not support
A5/1 and A5/2. So MSs that do not support encryption should not be allowed accessto services of
a PLMN. A5/3 is not named as mandatory probably because there are still a lot of ME in circulation
that do not support A5/3. The ME should check whether one of the encryption algorithms is being
used (but not which), and signal the user if no encryption is used [51]. Interestingly the specifications
offer the SIM module the ability to overwrite this behavior, keeping a ME silent whenno encryption
is used [52].

Connectionless user data confidentiality

“Connectionless user data” refers to data transmitted between MSs while no voice connection exists
between them (which is covered by the previous goal). It does not refer to signaling messages trans-
mitted on the Um-interface, which is the last security feature. In essence this comes down to privacy
of SMS messages.

The ETSI states no functional requirements for this particular goal. However seeing how the
specification allows for signaling channels to be encrypted just like the traffic channels, it would seem
that that is the way to achieve this goal.
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Signaling information element confidentiality

Formally this is defined as: a given piece of signaling information which is exchanged between MSs
and base stations is not made available or disclosed to unauthorized individuals, entities or processes.
This should achieve privacy of user related signaling information, like the phone number that is being
called. This security goal is only defined on the following selected informationfields in the signaling
messages:

• the International Mobile Subscriber Identity (IMSI)

• the International Mobile Equipment Identity (IMEI)

• the Mobile Subscriber ISDN Number (MSISDN) of the callee during a mobile originated call

• the Mobile Subscriber ISDN Number (MSISDN) of the caller during a mobile terminated call

Whenever a connection already exists, and these values are transmitted, they should be protected.
The means of protection are not defined, but since there is no other tool available then encryption
of a bursts’ payload, this informally means that whenever these values aretransmitted, the carrying
channel should be encrypted. Note that a connection must already exist,thus again excluding the
transmission of the IMSI during sign on.

8.1.2 Other security goals

Next to the goals explicitly stated by the ETSI several other security goals can be thought of.Location
privacy is one, but this is mainly covered by Subscriber identity confidentiality.Authenticityandnon-
repudiationare covered by the Subscriber identity authentication.

A goal that the ETSI does not mention isAvailability. When we just look at the Um-interface,
both the availability of the network, and availability of the MSs is important. Naturallyit will be
very hard to defend against an attacker who just jams the GSM frequencies in a certain region, but
there are certainly other availability attacks imaginable. Some of those are described in Section 8.2.4.
Even though GSM was not designed to cope with these attacks, they could have serious consequences.

8.2 Attacks

The security goals described above are achieved by the following security measures:

• secrecy of the SIMs secret key,Ki

• one-way authentication of the MS via challenge-response

• encryption both of the signaling channels and the traffic channels

• secrecy of IMSI/TMSI relation

• authentication of the user to the SIM, by the PIN code
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We will now look at some attacks against the security goals of the GSM system performed on the
air-interface. Because of the focus on the air-interface, attacks against the PIN, which unlocks the
SIM, are not discussed. Also the provider and network are assumed trusted, since an evil provider
could easily break all security goals, using just the standard operation ofthe GSM system.

An important distinction between these attacks is whether they are active or passive. Active attacks
described here always require transmitting by the attacker. This means thatthe active attacks are much
more noticeable. Also in most countries these transmissions in themselves are already illegal.

The feasibility of these attacks using the equipment mentioned in chapter 1 is discussed with every
attack. Because we have neither a license for operating a BTS nor transmission equipment, the active
attacks were all untested.

The attacks that are going to be discussed are:

Attacking confidentiality According to the security goals of the ETSI, when encryption is supported
all conversations, SMS traffic and the signaling of the IMSI, IMEI and MSISDN should not be
disclosed to unauthorized parties. Here we will discuss three eavesdropping attacks that could
break this confidentiality:

• Passive eavesdropping: an attack that attempts to capture, decrypt andinterpret GSM
signals passively.

• Active eavesdropping: this is basically a man-in-the-middle attack, that is easier to per-
form than a passive attack, but the required transmissions can be detected.

• Semi-Active eavesdropping: this attack passively captures GSM signals and then actively
finds the key through a fake base station attack.

Location privacy and identity privacy attacks The GSM system needs to know the geographic lo-
cation of MSs, in order to route calls to the correct BTSs. These attacks attempt to find out the
location of a subscriber. Also a MS transmits a unique identifier - the IMSI - which could break
the subscribers identity privacy. Two attacks are discussed here:

• IMSI catchers: devices that attempt to recover the IMSI of the MS under attack. They can
break both location and identity privacy.

• Radio Resource Location Protocol (RRLP): software running on certain smart phones that
will reveal a MSs location. This only breaks location privacy.

Authenticity attacks Authentication of the MS should prevent attackers from impersonating authen-
tic subscribers. Two attacks are discussed that might break this:

• SIM cloning: if an attacker can clone a SIM, then he can impersonate that SIM.

• Fake base station attack: an attack mainly targeting SMS messages, attempting to change
the content, receiver, or both.

Availability attacks The availability of the GSM system is not an ETSI security goal, so the GSM
system was not designed to prevent attacks on its availability. Two attacks are discussed:

• Network availability: an attack that attempts to make a BTS unreachable for MSs.

• MS availability: an attack that attempts to make MSs stop working.
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Attacking implementations These attacks are not pointed against the GSM protocols, but against
the implementations running them. A short discussion is included here on a variety of attacks
that in themselves fall under one of the previous categories, but they all use implementation
errors for the attack.

8.2.1 Confidentiality attacks

Attacks against confidentiality attempt to retrieve the information transmitted encrypted, at least when
encryption is available. This refers to the final three security goals of the ETSI stated in the previ-
ous section. The confidentiality of phone conversations, SMSs, and the IMSI, IMEI, and MSISDN.
Though the plain-text transmission of the IMSI during sign-on is excluded from these goals. The
three attacks described here each attack all these confidentiality issues. It does not matter whether
they intercept voice calls, SMS or encrypted signaling information. The confidentiality of the IMSI
and IMEI are also vital for location privacy, so these attacks could also be noted there.

There is commercial equipment on the market that can eavesdrop on GSM [10]. However this
equipment is very expensive and sold exclusively to governments. This does however show that an
eavesdropping attack is possible.

Passive eavesdropping

The process of trying to passively intercept and decrypt a GSM phoneconversation logically separates
into three steps.

I. Capturing the GSM signals and demodulating them.

II. Decrypting the resulting bits.

III. Interpreting the resulting payloads.

First the GSM bursts themselves need to be captured. In this thesis the possibility of doing this using
the USRP has been researched. The second step is dependent on what, if any, encryption is used.
Also even when encryption is used some bursts are always transmitted unencrypted. The final step,
interpreting the bursts, is not going to be a limiting factor. As several example traces throughout this
thesis show, several bursts can already be interpreted without any trouble using the AirProbe project.
Each of these steps we will now look at in further detail.

I. Acquiring Signals Capturing the signals between MSs and BTSs is still the hardest part of eaves-
dropping on conversations. It is not impossible, but it is hard when usingrelatively cheap hardware
like the USRP. This is because of the frequency hopping employed on most BTSs. Using the Air-
Probe software out of the box, will help you receive a single carrier onthe Um downlink. To capture
an entire conversation when frequency hopping is used, you will need away to gather all the bursts
on all the different frequencies. There are two general approaches to achieve this:

1. Let the USRP follow the hopping sequence.

2. Capture all possible frequencies and attempt to follow the sequence afterwards.
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Approach 1 requires a lot of processing inside the USRP’s FPGA. All theparameters for the hopping
sequence need to be retrieved from control bursts, then the hopping sequence needs to be calculated
and followed for every TDMA frame. However there is a high chance thatsome of these parameters
are transmitted when encryption is already enabled, and the network can always command a new hop-
ping sequence under encryption. This makes it a necessity to break the encryption really fast, which
is currently not possible without serious investments. Currently the FPGA contains all the Gnu Radio
specific functions to sample a certain frequency at a certain rate and sendthese samples to a com-
puter. So a lot of implementation is still needed here. It is questionable whethereven the USRP2’s
much faster FPGA will be able to decrypt messages and then compute the hopping sequence in time.
This approach might need additional FPGAs, and thus additional costs, to pull off. However it is an
approach that should work for every BTS and regardless of the amount of traffic.

The second approach requires the capture of large amounts of data. The problem here lies in
reducing the data the USRP sends on to the computer. A hopping sequence can maximally hop
between 64 carriers. These carriers are all 200 KHz wide, and can bespread out evenly on the entire
GSM spectrum. So worst case the attacker has to capture the entire GSM band (for GSM900 this is
25MHz for the up or downlink). The problem here is data throughput to thePC. Remember that each
sample of an USRP is represented by two 16 bit numbers (section 1.2). For the USRP1’s USB2.0
connection this means that the maximum bandwidth that can be sent to the computeris around 8MHz
(8MHz ×2× 16 = 256Mbit/s). The USRP2’s GBE connection can manage around 30MHz, which is
enough for one sided capture of GSM900. However this would require the host computer to be able
to process 100 MByte/s of data (25MHz×2× 16= 800Mbit/s) and even 200 MByte/s for both up and
down link, which is too much for most PCs.

Of course some optimizations are possible. As said a BTS can never serve the entire GSM fre-
quency band. This means that you can already discard all carriers above the top frequency and all
carriers below the lowest frequency of a specific BTS. However that approach will not work for every
BTS, since the maximal number of carriers (64) a BTS can serve, is still too much for this approach.
Also if the top and bottom frequencies are too far apart, this approach will also not work.

Another optimization would be to have the FPGA discard all channels that haveno traffic on them.
However if too many phones are active at the same time, then this will not help much. It would be
even better to have the FPGA interpret enough of the bursts, so it can already drop some that are
not a part on the conversation the attacker tries to capture. However this optimization sees the same
problems as those with the first approach because it requires a lot FPGA computation.

The objections stated above however, do not form a problem if the BTS being attacked does not
employ frequency hopping, or only transmits on a few frequencies in a tightspectrum. On such BTSs
eavesdropping using an USRP seems a genuine possibility. Regrettably there seem to be no numbers
on how many, if any, of the BTSs match one of these conditions. This makes it hard to estimate the
risk in the current situation. During this research only a handful of BTSswere observed, but none of
those fulfilled these conditions.

Currently the second approach seems to be the one that most people in the AirProbe community
believe is the correct one to follow. It does indeed seem the easier way out, with a higher chance of
success (on at least some BTSs), though the FPGA programming needed here is by no means a simple
task. At least no one has communicated a way to tackle this. This approach willprobably not work
for every BTS, but a working implementation for some BTSs is enough for theAirProbe community
to show that they can listen in on GSM.
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II. Breaking the Encryption For most providers in most Western countries breaking the encryption
will currently equal breaking the A5/1 cipher. The A5/1 cipher was explained in detail in section 1.8.

Several weaknesses have been spotted in A5/1 since its internal structure was published [53, 8, 54]
(and some even before that [6]). However in the past half year a practical project has emerged to ac-
tively break A5/1 [25, 49]. This A5/1 cracking project mainly consists of creating large tables in a
generic time-memory trade off. It is pretty much the same tactic that was shown two years earlier
by Steve Muller and David Hulton [55], who also computed large tables, but never released them.
The distinguishing factor of this new project is that instead of computing the tables at a single point
everybody on the Internet can join in and compute a table and then share them via bit torrent [56].
The code to compute these tables can be downloaded and it runs on certain types of NVIDIA and ATA
graphics cards.

Further discussion on the A5/1 cracking project The idea behind these tables is as follows.
The contents of several bursts that are sent after encryption is enabled on the Um interface can for the
most part be guessed. This gives known plain text samples. XORing thoseplain text samples with the
actual cipher text reveals keystream samples. The tables now function asa code book with 64 bits of
keystream that are mapped to internal A5/1 states producing that exact piece of keystream.

A swift look at the internal design of A5/1 (figure 7.2) learns that the internal state has 64 bit
positions, leading to 264 possible internal states. That number is too large to be able to map all
internal states. So instead of just storing an internal state and its 64 bits of keystream, they actually
compute large chains where for each link the 64 output bits are again used as the internal state. They
only store the begin and end points of these chains. Now when a piece of keystream is recovered, the
attacker starts to make a chain out of this keystream, but for every link he checks whether the resulting
value is stored in its table. If the attacker finds a hit, then the attacker can recover the internal state
by computing the original chain from its stored begin point. This shrinks the size of the tables, but
the attack time is increased and the tables no longer guarantee that an internalstate can be found. But
a much bigger problem that surfaces with this approach is chain mergers. Several different internal
states will compute the same 64 keystream bits causing different chains to ‘merge’ and cover the same
part of the key space. This makes the tables much less effective. To counter some of these problems
a combination of two techniques, one to decrease the attack time and one to decrease the number of
chain mergers, is used. Those techniques are distinguished points and rainbow tables respectively.

Distinguished points decrease the attack time because you only store values that fulfill a certain
criteria. This way when attacking, an attacker does not need to query the table for every value,
just those values that also satisfy the same criteria. Distinguished points do stillsuffer from chain
mergers, which is exactly what rainbow tables help to decrease. By performing a slightly different
computation (different rainbow color) for every link, chain mergers are drastically decreased. Though
the attack time will increase exponentially with the number of links. In this A5/1 cracking project
a table is created by computing chains until a distinguished point is reached, after which a specific
transformation is performed on the current value (adding a new rainbow color). The computation
then continues with the resulting value in the same way, for 31 distinguished points. When the thirty-
second distinguished point is reached then the actual end value that is stored.

The reason for using both distinguished points and rainbow tables was to combine the positive
sides of both optimization techniques in one. However, intuitively it seems that this also combines the
downsides of using both distinguished points and rainbow tables. So there can still be chain mergers
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inside a single rainbow color and the attack time increases because the attacker needs to compute the
attack for all the different links/ colors. The projects documentation is vague on why this approach
or these parameters where chosen.

Because of the chain mergers, a certain number of different tables need to be produced. Those
tables also need to cover a certain amount of the entire key space. According to the projects docu-
mentation around 380 tables with height 228.5 are needed to have a 50 % chance of finding the key
with the current amount of known plain text in mobile calls. In the first few months of 2010 several
tables have shown up via bit torrent. These tables on themselves are only a means. The end, decrypt-
ing conversations, requires a search tool to search within these tables given some keystream samples.
This search tool has not yet been released. �

On the other two encryption algorithms we can be brief. A5/2 has been shown weak or broken
several times [57, 58]. Barkan et. al. describe a cipher-text-only attackon A5/2 that only requires a
few dozen milliseconds of cipher text and computes in less than a second on apersonal computer [53].
A5/3 very recently saw a theoretical break [48]. This attacks requires 226 chosen plain text messages
encrypted under related keys. For now this does not lead to a practical attack on A5/3. At the moment
of writing no attack on A5/3 is feasible, the future will have to prove whether this remains so.

III. Interpreting the bursts After the demodulation and decryption steps the bursts need to be
interpreted. AirProbe is currently the best open-source tool for this, but it can not yet interpret all
bursts. For one, deciding which type of burst is received is decided bythe standard, most likely,
division of the broadcast channel, instead of making this decision based on the burst. This means that
the results are worse when BTSs use non-standard division of the broadcast channels. Also currently
the AirProbe sniffers can not decode any of the CCCH messages. Furthermore AirProbe isonly able
to listen to the downlink (BTS→ MS) of conversations. Currently a lot of development to Airprobe
is necessary in order to be able to interpret the uplink bursts.

Finally, it is worth noticing that development on AirProbe seems to be very slowlately. The last
couple of months have seen no new functionality updates, and a lot of the software projects inside
AirProbe do not even compile at the moment. This mostly seems due to the limited numberof active
developers with intimate knowledge of the workings of GSM.

Active eavesdropping

Due to the one way nature of the authentication (the MS authenticates to the BTS,but not the other
way around) the GSM protocol is vulnerable to a man in the middle attack. An attacker could set up
a false base station towards the MS and a false MS towards the BTS. This is detailed schematically in
figure 8.1, where the authentication shown in 7.1 is being attacked by a man-in-the-middle.

The interesting part of this figure is in the setup of the ciphering steps. The difficulty for the
attacker with this approach is getting theKc from the MS through the “RR CIPHERING MODE
COMPLETE” message, before the communication with the network, waiting for aresponse SRES,
times-out. The maximum time the network should wait, according to specification, is 12 seconds.
The only cipher text that the attacker has to work with is the 456 bits “RR CIPHERING MODE
COMPLETE” message and its possible retransmissions. Until the attacker knows the session key
he can not communicate to the MS after he has sent the “RR CIPHERING MODECOMMAND”
message, because after that the MS only expects encrypted messages. According to Barkan et. al.
[53] the time and cipher text limitations should not form a problem when performing this attack. It is
unknown whether such a man-in-the-middle attack has ever been tested practically.
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Figure 8.1: A Man-In-The-Middle attack on the GSM authentication.

An alternative for this approach would be for the attacker to set up an A5/0 (no encryption) con-
nection to both sides. However this would be a more noticeable attack. The ME might show the user
that no encryption is being used. Also the Network has to accept that the MSdoes not support any
encryption algorithm and switch to A5/0, which might raise suspicion on the Network’s side.

Naturally these man-in-the-middle attacks are already noticeable. It requires transmissions by the
attacker, which can be spotted.

The success of such an attack hinges on the successful emulation of a BTS (towards the MS’s side)
and a MS (towards the Network’s side). An attacker is able to act as an BTSusing an USRP and the
OpenBTS software. Currently however there does not seem to be any software allowing an attacker to
act as an MS. The attack itself seems feasible, but it would require a lot of work to get general purpose
hardware, like the USRP, to act as a MS. It might be possible for an attacker to use an actual ME and
simulate the SIM card. This would make the implementation job of an attacker a lot easier, because
low level actions, like synchronizing with the BTS and following the hopping sequence, would be
handled by the phone. This suggestion has been made several times in the AirProbe community, but
no account seems to exist of someone actually trying this.
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Semi-active eavesdropping

If an attacker solves steps I and III of the passive attack - so if he is ableto capture GSM communica-
tion, and interpret the bursts after decryption - then there is an alternativeto breaking the encryption,
which is finding the session key. Finding the session key is an active attack,but the active part of this
attack can take only a couple of seconds, while the rest of this attack can bedone passively, minimiz-
ing the time window in which the attack is detectable.

The signals transmitted during authentication are sent in the clear. If an attacker is able to capture
those signals, then he knows the challenge (RAND) as shown in section 7.1 that was send to the MS.
Assuming the attacker also stored some encrypted communication after that together with the frame
numbers in which this communication took place, then he is ready to actively gather the session key.

If at any point later in time the attacker performs a fake base station attack on the same MS, having
it sign on to his fake base station and perform an authentication procedurewith the same RAND that
was used for the tapped signals, then the MS will compute the same session key. After all its secret
key and the A3 algorithm will not have changed and the RAND is the same, so the resultingKc will
also be the same. Now in order to find out this key the attacker can make use ofanother weakness
in the GSM system, namely that a MS will use the same key for every encryption algorithm. So if
the attacker sets up a new encrypted communication between the corrupted BTS and the target MS,
he can have them communicate through an A5/2 encrypted channel. Using known attacks on A5/2,
the attacker can recover the session key in a matter of seconds, like in the man-in-the-middle attack
of section 8.2.1. After that the attacker can stop the active attack and start using the recovered session
key and correct frame number on the recorded signals and decrypt them.

This attack has the benefit of working for every encryption (so even A5/3), as long as MSs support
weaker encryption’s (if the original encryption is too strong) and use thesame key for all encryption
algorithms.

It is an active attack, but the active attack time is much shorter than during a fully active attack.
This is useful for attackers because generally active attacks can be detected. Naturally this attack
suffers from the same practical implementation problems detailed in sections 8.2.1, 8.2.1and 8.2.1,
when trying to perform it using the USRP.

8.2.2 Location privacy and identity privacy attacks

The IMSI is the main identifier in the GSM system, and a lot depends on the secrecy of the IMSI. The
GSMA’s security goals clearly state that the IMSI should be protected at any point except during the
sign on procedure, or after a failed TMSI identification. In order to protect the IMSI it is immediately
replaced with a TMSI, which is transmitted in encrypted form to the MS and subsequently used as the
identifier for this specific MS while inside the VLR area.

Because the IMSI uniquely identifies a MS, and because MSs are often linked to persons, the
leaking of the IMSI can break the anonymity of the subscriber. If an attacker can link the IMSI to a
location, then he can break location privacy. Depending on the situation hemight find out either where
the victim is, or who are all present in a current location. Because leakingthe IMSI can endanger both
location and identity privacy, these two are combined here.

Ideally the IMSI↔ TMSI relation should remain a secret. Due to some form of traffic analysis
this relation could possibly be revealed, but traffic analysis will probably be limited to just a couple of
cells at the maximum, because of the extreme effort needed to place receivers in many cells. However
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IMSI catchers could reveal this connection. IMSI catchers are the first attack discussed here and they
can break both identity and location privacy. The second attack discussed here, an attack on the RRLP
protocol, only break location privacy.

IMSI catchers

IMSI catchers are already employed by law enforcement agencies to findout the IMSIs of the MSs
that a suspect is carrying. With the IMSIs they can e.g. order taps on these MSs.

As we have seen in sections 2.5.2 and 4.5.1 the IMSI is transmitted in the open by MSs and the
BTS during sign on/ location registration. So at this point the IMSI can be intercepted. This is nota
violation of the ETSI security goals, since at this point no secure connection has been established.

Intercepting these IMSIs can be done in two ways, passive and active:

• In passive interception an attacker simply listens on the AGCH channel of a BTS. After a MS
has sent a message, which includes its IMSI, on the RACH that it wants to signon, the BTS
will respond by granting the MS a signaling channel. This response comes on the AGCH and
will be addressed to the IMSI. So listening to that channel will result in some IMSIs, though an
attacker will probably not know whose MSs these IMSIs belong to.

• A much easier way would be an active fake base station attack. If an attacker starts a fake base
station, seemingly from the correct provider, in the neighborhood of his victim MS, then this
MS will try to register to the fake base station. Probably the MS will start sending its TMSI,
which the fake base station will reject, resulting in the MS transmitting its IMSI. Naturally the
attacker would have to make sure that the reception from his fake base station is better than the
reception of the current serving BTS. This attack, being an active attack, can be detected. This
is typically how industrial IMSI catchers work.

The active attack will expose the IMSI↔ TMSI relation that existed in the current VLR area. So it
is possible to reveal this connection, though the MS will not use this TMSI again after it was rejected
by the fake base station. Once it returns to an authentic BTS, the MS will think itsTMSI invalid and
identify itself with its IMSI, like in a sign on, and receive a new TMSI. So for all previously intercepted
communication in the VLR area, the IMSI↔ TMSI relation can be revealed. To reveal this relation
for all subsequent communications, until the next TMSI reallocation, a man-in-the-middle attack like
described in section 8.2.1 could be used.

In principle this attack breaks location privacy. It reveals IMSIs present in a geographical area (the
area of the fake base station). However this is the area in which the attacker, or at least his equipment,
is already present. Informally this attack reveals “who is here?” and not “where is he?” Note that this
does not make this attack irrelevant just because it is infeasible to use it forfollowing a victim within
a large area. Because of the small geographical scale it is for instance easy to link a MSs IMSI to a
subscriber. An attacker could then scan for this IMSI at certain areas.Or this attack could be used to
judge how crowded a certain area is.

Implementing an IMSI catcher, using the USRP seems fully possible. Using OpenBTS will al-
ready make a BTS out of an USRP. Changing an OpenBTS implementation to an IMSI catcher seems
a straight forward adaption. Though we did not experiment with this, due tothe legal restrictions on
operating a BTS. Alternatively an attacker could use OpenBSC, but an extra BTS would be needed.
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Radio Resource Location Protocol (RRLP)

During a large scale test of OpenBSC at the HAR conference in 2009, theOpenBSC community
noticed that several smart phones supported the Radio Resource Location Protocol (RRLP) [59]. The
RRLP can be used to request the MSs location by the network. This location can either be determined
roughly through measurements of nearby BTSs and delays of transmitted bursts, or if the ME supports
it more precisely through GPS.

If the ME has an active RRLP client then the MS will transmit its location to the network upon
request, without any form of authentication. Naturally this breaks location privacy.

This might not seem that terrible, because in order to transmit the RRLP command and receive
its answer, the attacker already need to be in the neighborhood of his victim, thus already roughly
knowing the MSs location. However, what is most worrying about this is thatsubscribers do not
know whether their ME supports the RRLP and have no way to shut it off. This again stresses the
closedness of the GSM world.

8.2.3 Authenticity attacks

In a GSM context authenticity attacks typically entail an attacker either trying to impersonate a sub-
scriber, or trying to alter the content of the communications between two subscribers.

In order to impersonate a subscriber an attacker would have to identify himself with the victims
IMSI and pass the authentication by the network. Because the network should choose a different chal-
lenge for every authentication, the attacker needs to be able to compute the corresponding response.
For this the attacker would need the secret keyKi . This key is only stored in secure memory of the
SIM card and at the providers authentication centre (AuC). The secretkey is never transmitted and
there should be no way the secret key can be derived out of the IMSI,other then querying the AuC.
Assuming the providers protect there AuC adequately, recovering of theKi directly should be very
hard. However the secret key is used in the A3 and A8 algorithms, which might provide an attack
window. This is what the SIM cloning attack described below attempts.

If an attacker wants to impersonate a subscriber towards another subscriber, then he could also use
a fake base station attack. In this attack the attacker acts as the GSM network and can make fake calls
or SMSs to a connected MS. This is not a man-in-the-middle attack as was described in section 8.2.1,
because the attacker does not act as a MS towards an authentic network.The IMSI catcher described
above is also a fake base station, but the difference here is that in this attack the fake base station also
communicates to the user of the MS.

An attacker trying to alter the content of communications is actually an attack against integrity.
The only way to attack integrity in a communication between two subscribers, assuming they are
not both within the reach of the attacker, would be to act as a man-in-the-middle. This attack was
described in the confidentiality context as the active eavesdropping attack, section 8.2.1. This man-in-
the-middle would have to be placed between one of the subscribers under attack and its base station.
Attacks on integrity do not seem very problematic in voice calls, for obvious reasons, but for SMS
messages this attack could very well work.

SIM cloning

An attacker can try to clone the SIM of a subscriber. The attacker can thenidentify himself as the
victim, either just towards the network allowing him to make calls that will be billed to thevictim,



CHAPTER 8. GSM SECURITY 92

or also to another subscriber. The attacker would probably get the bestresults if he uses his cloned
SIM at the time his victim is not signed on to the GSM network. The GSM specifications assume the
IMSI to be unique, it is not directly clear what would happen if two identical IMSIs are signed in on
the network at the same time. This is of course detectable in the back-end of theGSM system. It is
unknown if providers try to detect this.

Cloning the SIM means basically finding its secret key. The secret key is used as input to the A3
and A8 algorithm. Once the original A3/A8 implementation (Comp128v1), discussed in section 7.1,
was reverse engineered, a weakness was soon discovered [9]. The response (SRES), computed by the
A3 algorithm on the challenge (RAND) and the secret keyKi , can actually leak information of the
secret key. With about 150.000 chosen challenges the entire secret key can be revealed.

The easiest way to perform this attack is with physical access to the SIM card. An attacker can
construct a SIM reader which can reveal the secret key in a short time [60].

More interestingly is of course the feasibility of this attack via the Um-interface.Using a fake
base station an attacker could get a MS to connect to his fake base station. This fake base station
would then need to keep sending authentication requests to the MS. This attackseems at all possible
[61], but it would take a long time, in which the fake base station can be spotted. Also during this time
the victims MS would not be able to make or receive calls and the ME would probably experience
some battery drain. Nevertheless such an attack might be possible during thenight. The fake base
station attack is discussed further in the following section.

Since Comp128v1 several newer versions have been introduced. It isunknown what type of
A3/A8 algorithm is currently used by providers. Most A3/A8 algorithms are proprietary, so they have
never seen any public scrutiny.

Fake base station attack

If an MS is connected to a fake base station an attacker could intercept all communications made by
the MS, and act as the person being contacted. The attacker could also initiate communications to the
MS, again impersonating who ever he wants.

Since the base stations do not authenticate themselves to the MSs, all that is needed here for the
attacker is to operate a BTS in the vicinity of his victim. The attacker needs to make sure that his
BTS transmits on a beacon frequency of the victim’s provider, and that his BTS transmits the MCC+
MNC of the same provider.

Implementing such a fake base station using e.g. OpenBTS seems fully possible, though again we
did not experiment with this, due to the legal restrictions on operating a BTS. The subscriber might
notice that he is under an attack if the fake base station attack is continued longenough. Because
he is no longer connected to his provider no call can be made to this MS, no calls by the MS will
end up anywhere accept at the attacker, and calls made by the MS will not appear on bills. A short
lasting fake base station attack however, e.g. only to transmit one fake SMS message to the MS, seems
entirely likely.

8.2.4 Availability attacks

Here we discuss some attacks that were coincidentally all demonstrated at the2009 CCC conference
in Berlin. One against the availability of the network and a few against the availability of MSs. Both
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attacks are active attacks.

Network availability

Dieter Spaar demonstrated a Denial of Service (DoS) attack against a BTS[62]. For this attack he
used the only known phone that has a reprogrammable base-band chip, the TSM30 with a TI Calypso
GSM chipset. The baseband chip is responsible for all low level actions, like the lowest layers of the
Um-protocol. All other baseband chips are closed source devices that are hard to reprogram. The
source code together with a compiler for the TI Calypso leaked at some point,making the TSM30 an
easier reprogrammable phone.

This attack is targeted at the sign on procedure. As a reminder, the sign on procedure is initiated
by the MS sending an access burst on the RACH. The BTS will then reserve a signaling channel
for the MS and assign it to the MS by responding with a “immediate assignment” command on the
AGCH. The MS can then tune to this signaling channel and start communicating with the BTS. This
procedure was detailed in section 4.5.1.

In this attack the TSM30 is reprogrammed to transmit access bursts continuously on the RACH.
Without ever looking at the responses on the AGCH. The effects of this attack are twofold, first the
continuous transmissions on the RACH can disturb the transmissions of genuine MSs. And secondly
all the correctly received access bursts will prompt the reservation of asignaling channel. These sig-
naling channels are released after some time, if no traffic is received on them. However the reservation
takes long enough to exhaust the supply of channels.

At this point the MS has not yet needed to authenticate itself. No information ofthe MS has been
transmitted yet, making it an anonymous attack. Though the source of the transmissions might be
located.

This attack effectively renders one BTS useless for all MSs that might want to connectto it. This
attack does not influence open connections. If a MS is already in a conversation via a BTS, this con-
versation will not be effected. But when the conversation is ended it will be very hard to start a new
one via this BTS.

This attack requires a TSM30 phone. These phones were mainly sold in Spain, Mexico and Chile
around 2003. They are very rare now. However it seems entirely feasible to implement such an attack
using a USRP. It would simply entail the USRP continuously transmitting access bursts on the correct
frequency. With the current state of the software some implementation will be needed. Although the
implementation would be quite simple.

MS availability

Attacks on the availability of MSs are of course also possible. In the presentation on the A5/1 tables
Chris Paget noted that OpenBTS was able to send a “you have been stolen” message to MSs [49]. The
effect of this message differs per phone models, but it can range from requiring a hard reboot before
functioning again to completely shutting down for good. This of course is a very easy DoS attack.
According to the presentation this attack was stumbled upon simply using a USRP and OpenBTS.

In another presentation, also at the 2009 CCC conference, Collin Mullinershowed how to disable
MSs through malicious SMS messages [63]. This has to do with the so called Over-The-Air (OTA)
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functionality in GSM. The OTA functions allow the installation of software on a mobile phone through
signaling messages [52, 64, 65]. He showed he had successfully attacked iPhones, and smart phones
running Android and Windows Mobile. These attacks only work on smart phones because ordinary
MEs will not be able to run the malicious programs that are being installed.

8.2.5 Software errors

Besides all the attacks discussed in this chapter it is interesting to note that increasingly more attacks
are being found in GSM software [63, 49, 66]. Only in the last year or so, with the rise of initiatives
like OpenBTS and OpenBSC, it has become possible for the general publicto test their mobile phones.
At the moment it seems like only a very select number of people are working onthis, and yet they
have already found an alarming amount of bugs. This begs to question justhow thorough the GSM
equipment has been tested. Even though the specifications to GSM are for the most part public, the
implementations are not. Only a few corporations make the actual low level GSM equipment like
the baseband processors in MEs. Any software mistake found in a single ME has a major chance
of occurring in many more different MEs. It seems likely that we will see a rise in attacks on GSM
implementations.



Future Work

A lot of practical work is still needed into the AirProbe project before it becomes a useful GSM
protocol analyzer. Firstly it should be improved to actually be able to decodeall bursts correctly,
but most importantly a solution needs to be found for the hopping problem, which was described in
section 8.2.1.

AirProbe limits itself to the downlink side of the air interface - cell tower to mobile phone. Cap-
turing the uplink side would be the logical next step, when the down link capturing works.

With tools like OpenBTS and OpenBSC, implementing the network side of the GSM system, it is
a lot easier to test GSM equipment in a test environment. Though you need a license for this. Similarly
it could be very useful to have an implementation of a mobile phone. In the finalweeks of writing this
thesis the OsmocomBB project was introduced, which does exactly that [67]. It is still in early stages,
but the use of this project might prove a serious help in GSM research.

The flexibility of the USRP and Gnu Radio allow them to be used for research into many different
systems. With this relatively cheap equipment it is possible to capture signals from all kinds of
wireless protocols, like WiFi and GPS. So other protocols that, like GSM, have seen little practical
research because of the difficulties in signal capturing and processing can become open for further
inspection.

A good example of this would be UMTS. This system is being deployed world wide and might
replace GSM in the long run. The practical problems with capturing UMTS signals are greater than
with the capturing of GSM signals. UMTS’s frequency bands are wider for instance, and it employs
a more complicated multiplexing technique where different phones communicate at the same time
on the same frequency, but their signals are modulated using a different code. So capturing these
signals will be even more challenging than capturing the GSM signals. Even so, it would be inter-
esting to judge the feasibility of capturing UMTS signals with the open-source hardware and software.

When just looking at the GSM system, it might be useful to research possibilities to increase the
GSM security. Naturally GSM’s successor, UMTS, is already being deployed and UMTS’s security
is superior to GSM’s - e.g. UMTS has mutual authentication between BTS and MS. However it is
unlikely that UMTS will replace GSM completely within the next decade and in the mean time attacks
against GSM will only become more feasible.

It is of course not easy to adapt the GSM standard without invalidating large quantities of GSM
equipment. An approach that could be researched, is to replace the fill bitsin GSM bursts with a
random sequence, instead of the current “2b” encoding. Doing so would remove a lot of the known
plain text which is essential for the A5/1 cracking project. A lot of bursts encode the length of their
information elements in the second layer header, seemingly removing the need for a standard fill bit
pattern. Naturally the success of this adaptation would depend on the implementation of the GSM
stack on most mobile phones.
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Another approach that is already seeing interest from several commercial parties is the deploy-
ment of an extra secure channel on top of GSM. Often this requires the purchase of a new mobile
phone, which effectually creates a secure tunnel on top of GSM, analogously to a SSH tunnel on top
of TCP/IP.

Finally, a subject which mostly falls outside of the scope of this thesis, but which will probably
become very important, is the security of the mobile phone itself. Modern mobile phones, especially
smart phones, are now serious computational platforms. They combine several communication chan-
nels; next to GSM and UMTS, phones can also support Blue tooth, WiFi, GPS, a direct link to a PC
and an RFID reader. All this increased functionality also makes it easier for an attacker to try and
run malicious code on a victim’s mobile phone. It is very likely that for most attackers it will be
much more efficient to attack a series of mobile phones through its software than to attempt oneof the
attacks detailed in this thesis.



Conclusion

The GSM system proved hard to understand. Even though most of the specifications are publicly
available, the sheer amount of documents and information can be overwhelming. There are many
helpful sources to get a broad overview of GSM, but when looking fora more detailed perspective
very few sources remain and those that do often contradict each other.

In this thesis the overview of GSM is by no means complete, but hopefully it will help as a sort of
stepping stone for those who want to learn the details of the air-interface ofGSM.

The publicly available specifications of GSM are in contrast to the extremely closed GSM industry.
Only a couple of companies in the world create the core GSM equipment, like the base band processors
in mobile phones. All of these implementations are closed-source and often sold exclusively to GSM
providers. The immediate effect of this closed nature of the GSM industry is that billions of people
walk around with a device, of which hardly anyone knows, or has verified, what it does.

Until recently there has only been theoretical research into GSM security.All the strengths and
weaknesses of the GSM protocols are more or less known. Now, with affordable and adjustable tools
like the USRP and Gnu Radio, more practical research becomes possible sowe can actually test the
implementations we rely on.

Several new attacks have been demonstrated against specific implementations of GSM, like the
use of the RRLP protocol to get the location of a mobile phone and disabling mobile phones over the
air interface (sections 8.2.2 and 8.2.4 respectively).

Implementations of simple theoretical attacks, like building an IMSI catcher are also within reach
in the current situation.

The more complicated theoretical attacks against the GSM protocol however, are still problematic
to implement. Eavesdropping for instance, whether passive or via a man-in-the-middle, is a long
way from realization. Though it is feasible, considering the commercial equipment sold for this
purpose, there exist a lot of practical problems when trying to implement this using just the open-
source hardware and software. Most of these problems result from the use of frequency hopping in
GSM, which was originally designed solely to improve transmission quality.

This is not a plea for releasing a turn-key attack tool, but to give subscribers the ability to verify
the workings of GSM, e.g. to check whether, and what kind of, encryption is being used to protect
their conversations.

The practical problems that at the moment prevent a general attack tool can vary with the specific
practical situation. Frequency hopping might not be employed by a specificcell tower, or the cell
tower transmits on only a few frequencies that lie close together. In fact a cell tower might not even
use encryption. In those cases many attacks become much easier, but we do not know if and how
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many cell towers have such a configuration. During this research all observed cell towers used both
frequency hopping and encryption.

It is clear that in the current state-of-affairs the open-source GSM projects have made some attacks
more feasible. However the impact of these attacks seems small for now.

The open-source GSM projects have not yet directly worsened the confidentiality of conversations
over GSM. Despite many recent claims to the contrary no actual conversation has been captured and
decrypted, and it will take a lot of effort before the current problems preventing these attacks are
solved.

It is hard to predict how long it will take the current community behind these open-source projects
to solve these practical problems. Though reactions from the community seemeager, the recent rate
of development in for instance AirProbe do not show much progress.



Appendix A

Identifiers

Overview of commonly used identifiers in GSM.

Acronym Full name Consists of Size Identifies

ARFCN Absolute Radio Fre-
quency Channel Number

ranges: 1-124, 512-
885, 975-1023

max.4
digits

Identifies a specific uplink and
downlink frequency channel.

BCC Base station Color Code value range: 0-7 3 bits Identifies one of eigth training
sequences a BTS can use on
the CCCH and differentiates
between neighbouring cells.

BSIC Base Station Identity
Code

NCC+BCC 6 bits Two neighbouring cells can
never have the same BSIC.

CCN Country Code Number - 1-3 digits Uniquely identifies a country
or region.

CGI Cell Global Identification LAI+CI 14 digits Uniquely identifies a single
cell.

CI Cell Identity - 2 bytes Uniquely identifies a cell in-
side a LAI.

CKSN Ciphering Key Sequence
Number

- 3 bit Identifies a session key that
was established during au-
thentication.

HSN Hopping Sequence Num-
ber

value range: 0-63 6 bit Identifies the hopping algo-
rithm used.

IMEI International Mobile
Equipment Identity

- 15 digits Uniquely identifies a ME.
since 01-Apr-2004 it contains
model and revision informa-
tion, prior to that date it con-
tained a manufacturer code.

Continued on Next Page. . .
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Overview of commonly used identifiers in GSM – Continued

Acronym Full name Consists of Size Identifies

IMEISV International Mobile
Equipment Identity and
Software Version

IMEI+SV 16 digits Uniquely identifies a ME plus
the version number of its cur-
rent software. The SV digits
of the IMEISV are allowed to
change over time.

IMSI International Mobile
Subscriber Identity

MCC+MNC+MSIN 15 digits Uniquely identifies one sub-
scription worldwide.

LAC Location Area Code - 4 digits Uniquely identifies a location
area within a PLMN.

LAI Location Area Identity MCC+MNC+LAC 10 digits Uniquely identifies a location
area.

MCC Mobile Country Code - 3 digits Uniquely identifies a country.
MNC Mobile Network Code - 2 digits Uniquely identifies a PLMN

inside a country.
MSIN Mobile Subscriber Iden-

tification Number
- 10 digits Uniquely identifies a sub-

scriber inside a PLMN.
MSISDN Mobile Subscriber ISDN

Number
CCN+NDC+SN max.15

digits not
counting
prefixes

The directory number of a mo-
bile subscriber.

MSRN Mobile Station Roaming
Number

CCN+NDC+TSN max.15
digits not
counting
prefixes

Temporary number assigned
by the serving VLR. Identi-
fies a subscriber within a VLR
area. Used to route incoming
calls to the subscriber.

NCC Network Color Code - 3 bits Differentiates between neig-
bouring PLMNs.

NDC National Destination
Code

- 2-3 digits Uniquely identifies an area
within a CCN, but it can also
address a particular service
(like 0800 numbers) or PLMN
within a CCN.

SN Subscriber Number - max.10
digits

Uniquely identifies the sub-
scriber inside a PLMN.

TMSI Temporary Mobile Sub-
scriber Identity

- 4 bytes Uniquely identifies a sub-
scriber inside a VLR area.

TSN Temporary Subscriber
Number

- max.10
digits

Uniquely identifies a sub-
scriber within the serving
VLR area. Assigned by the
VLR.



Acronyms

ACCH Associated Control Channels 42
ADC Analog to Digital Converter 9, 10,

37
AGCH Access Grant Channel 41, 45,

46, 48,
49, 53,
65, 90,
93

ARFCN Absolute Radio Frequency Channel Number 34, 35,
41, 42,
48, 51,
66, 99

AuC Authentication Centre 22, 25,
74, 91

BCC Base station Color Code 99
BCCH Broadcast Control Channel 40, 46,

48, 53,
64

BCH Broadcast Channels 40, 46
BSC Base Station Controller 13, 19–

21, 24,
27, 30,
64

BSIC Base Station Identity Code 40, 44,
99

BSS Base Station Subsystem 19, 20,
24, 44

BTS Base Transceiver Station 13, 19–
21, 27,
28, 34,
37, 40,
64, 76,
83, 90,
93

101
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C/R Command/ Response 55, 56
CBCH Cell Broadcast Channel 41, 46
CC Call Control 60, 63,

68
CCCH Common Control Channels 41, 46,

64
CCH Control Channels 35, 39
CCN Country Code Number 99
CGI Cell Global Identification 20, 22,

27, 28,
64, 99

CI Cell Identity 20, 22,
27, 28,
99

CKSN Ciphering Key Sequence Number 18, 25,
66, 68,
99

CM Connection management 60

DAC Digital to Analog Converter 9, 37
DCCH Dedicated Control Channels 41, 46,

53, 76
DISC disconnect command 57
DoS Denial of Service 93

EA address field extension 55, 56,
58

EIR Equipment Identification Register 23
EL Extension bit 58

FACCH Fast Associated Control Channel 42, 46,
49, 68

FCCH Frequency Correction Channel 40, 46
FDMA Frequency Division Multiple Access 33, 34
FN Frame Number 35, 38,

40, 77
FPGA Field Programmable Gate Array 10

GMSC Gateway Mobile Switching Centre 21
GMSK Gaussian Minimum Shift Keying 19, 37,

38, 43
GSMA GSM Association 6

HDLC High level Data Link Control 53
HLR Home Location Register 21, 22,

27, 28
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HSN Hopping Sequence Number 35, 65,
99

I Information 53, 56
I format Information transfer format 56
IE Information Element 54, 58,

63
IEI Information Element Identifier 63, 64
IMEI International Mobile Equipment Identity 18, 23,

67, 82,
99

IMEISV International Mobile Equipment Identity and
Software Version

65, 100

IMSI International Mobile Subscriber Identity 18, 19,
21–23,
25, 27,
28, 30,
41, 64,
81, 82,
89, 90,
100

ITU International Telecommunication Union 6, 24

LAC Location Area Code 18, 40,
100

LAI Location Area Identity 18, 20,
22, 27,
66, 100

LAPD Link Access Protocol on the D channel 53
LFSR Linear Feedback Shift Register 76
LI Length Indicator 63, 64
LPD Link Protocol Discriminator 55

M More data bit 58
MA Mobile Allocation 35, 65
MAIO Mobile Allocation Index Offset 35, 65
MCC Mobile Country Code 18, 40,

92, 100
ME Mobile Equipment 18, 23,

34, 35,
64, 76,
80, 81,
88, 91,
94

MM Mobility Management 60, 63,
67
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MNC Mobile Network Code 18, 40,
92, 100

MOC Mobile Originating Call 28, 49,
66–68

MS Mobile Station 18, 19,
21, 22,
25, 27,
37, 40,
49, 51,
64, 65,
76, 81,
90, 92,
93

MSC Mobile Switching Centre 20–22,
25, 30,
37, 64,
65

MSIN Mobile Subscriber Identification Number 18, 100
MSISDN Mobile Subscriber ISDN Number 19, 21,

22, 28,
67, 68,
82, 100

MSRN Mobile Station Roaming Number 100
MT Message Type 62
MTC Mobile Terminating Call 28, 30,

49, 67

N(R) Receive sequence Number 57
N(S) Send sequence Number 57
NCC Network Color Code 100
NDC National Destination Code 100
NSS Network Switching Subsystem 19–21

OTA Over-The-Air 93

P/F Poll/Final bit 57
PCH Paging Channel 41, 46,

53
PCM Pulse Code Modulation 20
PD Protocol Discriminator 61
PGA Programmable Gain Amplifier 10
PIN Personal Identification Number 19
PLMN Public Land Mobile Network 17–20,

28
PSTN Public Switched Telephone Network 17, 21
PUK Pin Unblocking Code 19
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RACH Random Access Channel 41, 44,
46, 48,
49, 53,
90, 93

RPE-LPC regular pulse excited-long term prediction 20, 37
RR receive ready command 57
RR Radio Resource management 60, 63,

67
RRLP Radio Resource Location Protocol 91

S Supervisory function 57
S format Supervisory format 57
SACCH Slow Associated Control Channel 42, 46
SAPI Service Access Point Identifier 55
SCH Synchronization Channel 40, 46
SDCCH Standalone Dedicated Control Channel 41, 45,

46, 48,
51, 66,
67

SDR Software Defined Radio 6, 9
SFH Slow Frequency Hopping 19, 34
SIM Subscriber Identity Module 18, 20,

22, 23,
80, 81,
88, 92

SMS Short Message Service 19, 41,
60

SN Subscriber Number 100
SS Supplementary Services 60, 63
SS7 Signaling System #7 24
SSN Send Sequence Number 62

TCH Traffic Channels 35, 39,
46, 49,
53, 67,
68, 81

TCH/F Full Rate TCH 39, 46
TCH/H Half Rate TCH 39, 46
TDMA Time Division Multiple Access 33, 35
TI Transaction Identifier 61
TMSI Temporary Mobile Subscriber Identity 18, 22,

27, 28,
30, 41,
64, 67,
68, 81,
89, 90,
100
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TRAU Transcode Rate and Adaption Unit 20
TSC Training Sequence Code 44
TSN Temporary Subscriber Number 100

U Unnumbered function 57
U format Unnumbered format 57
UI Unnumbered Information 53, 57
Um interface Air interface between ME and BTS 23, 33,

38, 53,
60

USRP Universal Software Radio Peripheral 6, 9, 10

VLR Visitor Location Register 22, 25,
27, 28,
30, 64,
65
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