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Abstract

4.1 billion people around the world depend on GSM for at least a part ofdhg to day communi-
cation. Besides communication, more and more additional services - like pafjunetionality - are
being deployed on top of GSM. It has been over 20 years since GSMe&ggned, and in that time
several security problems have been found, both in the protocols anel irotiginally secret - cryp-
tography. However practical exploits of these weaknesses are cotaglisacause of all the signal
processing involved and have not been seen much outside of their les& bpforcement agencies.

This could change due to recently developed open-source equipntesafavare that can capture
and digitize signals from the GSM frequencies. This might make practicakattg@inst GSM much
simpler.

This thesis discusses the current stateffdies in vulnerabilities of the GSM air-interface, using
open-source signal processing.

To this end some currently available open-source hardware and sefiviech can be used for
signal capturing and somdfshoot projects which specifically target GSM are described. Most im-
portantly these include the Universal Software Radio Peripheral (YJ&RBther with the GnuRadio
implementation for signal capturing and the AirProbe and OpenBTS prajetiaindling GSM sig-
nals. An in depth view on the functionality of the air-interface of GSM and itsigy measures is
presented and the feasibility of several attacks on the GSM air-intergaicg the open-source tools
is discussed.
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Introduction

GSM was developed in the late 1980s and deployed in most Western cotmttifesearly 1990s.
Since then GSM has seen an enormous rise both in its coverage and in ther mfisitbscribers.
GSM is perhaps the most successful technology of the last twenty yeansvey by the Inter-
national Telecommunication Union (ITU) showed that by the end of 2008nakd.5 billion people
in the world (some 23%) use the Internet. But there were around 4.1 billoplgé the world (over
60%) who had a mobile subscription, while over 90% of the worlds populatied in a region that
at least has access to GSM [1]. According to numbers by the GSM Atisoc{&SMA) from 2005
the number of cell phones in circulation outnumbered that of personalutenspand television sets
combined [2]. The African continent has seen the fastest growth in thdauof subscribers, with
an increase of nearly 500% in eight years, while the number of subsceptidéurope exceeds the
population by 11%. These are staggering numbers showing a trememqaead sf GSM technology.

Internet, its protocols and equipment, have seen a lot of scrutiny oveetrs.yA lot of people
more or less understand the TAHPstack and tests againstiférent equipment and configurations
happen all the time. In the mean time GSM has not received the same levelfigcapart from
academic interest in the encryption. Its protocols are public, but mostlyowrkand equipment is
not tested by its users.

There are several reasons for this lack of interest in GSM security.spacifications are mostly
public [3], but consist of around 2000 documents, each betweenpecand several hundreds pages
long. Several books exists that describe the GSM protocols, but tleepramey and often over-
simplified or even incomplete. GSM research is also a lot more expensivéntieamet research. For
the latter all you pretty much need is a network card. But in the case of G@Npraent capable of
demodulating the tféic signals with enough precision was ,until recently, very expensive la@ys
proprietary. In short, researching GSM requires mugbreand was very costly.

However recently Software Defined Radio (SDR) solutions have apgearsignal processing,
that allow a lot of the traditionally hardware operations to be handled by ardtvopening up this
hardware oriented field to more software oriented experts. Especiallyrtbegence of GNU Radio
and the Universal Software Radio Peripheral (USRP) has made e@sigigal processing available to
a much larger audience. It is a relatively cheap and fully open-sootagan, backed by a large and
very diverse community. This SDR solution can handle the modulations amakiney ranges needed
for GSM. The security of GSM is paramount for the privacy of 4.1 billiohstribers and its intrinsic
security on the air-interface - the connection between mobile phone antbwell - may have just
turned to an intrinsic weakness by the arrival of SDR.

The fact that GSM has weaknesses is nothing new. The fact that G&M rd use mutual
authentication - a mobile phone authenticates itself to the cell tower, but notesisa - was quickly
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seen as a problem [4]. Also GSM specifically does not use point to poednygtion between callers.
It only encrypts the messages while on the air interface. This allows lawoem$oto tap conversations
in the core of the GSM network.

During the development of GSM there was a fierce debate between NARalsiggencies on
whether GSM should use a strong encryption algorithm. In particular Ggrrslaaring a large border
with the Soviet empire, was a strong proponent for using strong encnygiiance and most other
NATO countries were opposed [5]. Both factions proposed a desigtinéocipher, with the French
design finally becoming the A® cipher used in GSM.

Once the, originally proprietary, cipher was reverse engineeredateveaknesses where found
[6, 7, 8]. The first implementation of the encryption was also shown to beatatiély weakened by
setting the ten least significant bits of the key to zero [9]. Because ofesgxirictions on the AR
cipher an even weaker variant, £5was created to be exported to less trusted nations.

Police typically uses so called IMSI-catchers, which can request thé 4Bl 8umber identifying
the SIM card inside a mobile phone - of all phones in the vicinity. Using an ibé&ther the police
can recover the IMSiIs of the phones of suspects, who typically useyaraus pre-paid SIMs. With
those IMSiIs the police can then try to get a warrant for tapping thosegsh@wesides tapping phone
conversations in the GSM back-end, government agencies can alBsdegy on the air-interface
directly. Commercial equipment for eavesdropping on GSM and the afote@ned IMSI catchers
are being sold restrictively to governmetticials [10].

So we know that a lot of these attacks are technically possible, but thenegniimeeded is very
pricey and sold restrictively. But again the surfacing of SDR technotomht bring these attacks
within reach of nearly everybody.

Meanwhile more and more services are being deployed on top of the GSMrkeincreasing
the incentive for criminals to attack GSM. In several countries you carfguagervices or products
via text messaging. Several Internet banking applications use the mobite jgis an external (out-
of-band) channel to verify transactions. The Dutch ING bank statgdlast January that they will
start to use the mobile phone to send users their password remindersheugh they already use
it for transaction verification [11]. Where previously making un-billed caiés the major economic
attraction in attacking GSM, increasingly real money can be made.

This thesis started as a research into the statéfairsin GSM vulnerabilities on its air-interface,
using the new SDR capabilities. This air-interface is called the Um-interfacfiaiad GSM termi-
nology. However, pretty soon the GSM standard itself proved a complicasttdr that took a lot
of time to understand. So a large part of this thesis now focuses on degdtik specifications and
verifying them where possible by captured signals. Hopefully this thesipaave itself useful as a
starting point for people looking into GSM.

This thesis starts with a chapter on the open-source equipment and softvedlable today that
might be used to attack GSM. Throughout this document actual GSM treeehawn to illustrate
the theory or specifications with practical real-world examples. Chaptegréftire pays special at-
tention to the equipment used to make these traces, during this researota Giioad overview of the
entire GSM system is sketched out in chapter 2. Allthough this thesis fooustt® Um-interface,
it is unavoidable to know the basics of the setup of a GSM network. Chapter$§ &en focus on
the Ume-interface at dlierent levels. Chapter 3 again gives a more broad overview of the aifaicee
while chapters 4 to 6 describe the three most fundamental layers of the dtotqlrin detail. Chapter
7 focuses specifically on the encryption. It looks at the authentication M &%&l at the workings of
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the AY1 encryption algorithm in detail. The security of GSM is assessed in chapfns8it looks at
the security goals of GSM and then some attacks against GSM are desamnibéueir feasibility us-
ing the equipment described in chapter 1 is discussed. Finally some coneslaseodrawn in chapter
8.2.5.

If this is your first introduction into GSM, then perhaps a word of warninggpropriate on the
sheer number of acronyms that will be introduced. There is actually aispéon document which
consists of 10 pages filled with a listing of the acronyms used in the GSM spicifis [12]. In this
thesis most often the acronyms are used to refer to objects or propersiesdrof their full names.
This was done simply because all other material referring to GSM, wheiléhé specification itself,
or books and articles on the matter, do the same. So if you ever pick up asothiee of information
on GSM you might already be used to some of the acronyms. In order to &dl#vése pains, a listing
of all acronyms used in this thesis can be found at the back of this docapgrendix A).



Chapter 1

Hardware and software

This chapter shows some of the hardware and software that can beodsgdto try and sfif GSM
traffic. Because the USRP hardware and the GNU Radio software were plegtels an SDR imple-
mentation, we will first look at the principles of SDR. Then the USRP hareigadiscussed and we
will look at some of the available open-source software. Finally the exadidare and software that
where used during this research are mentioned.

1.1 Software Defined Radio (SDR)

Traditionally radio’s were a hardware matter. They are often very ¢chmdglso very rigid. A radio
created for specific transmit and receive frequencies and modulatiemss will never divert from
these, unless its hardware is modified. Please note that the word radits hesed as a generic
transceiver using electro-magnetic waves for transmissions, not spégieis the device known for
the reception of programmed broadcasts made by radio stations.

The main idea behind Software Defined Radio (SDR), is to create vergtilersansceivers by
moving a lot of the, traditionally, hardware functions into the software dontd@wever a radio can
never be purely software, because you need a way to capture atel tre radio waves. Analog radio
waves can be converted to digital samples using a Analog to Digital Con¢AD&}) and vice versa
using a Digital to Analog Converter (DAC). The ideal SDR scheme involueséenna connected to a
computer via an ADC for receiving and via a DAC for transmitting. All the gissing on the signals,
like (de)modulation, are then done in software, but the actual transgewidone in the hardware
subsystem. This makes for a much more adaptable system, able to for ingtegige GSM signals
as well as GPS and also television broadcasts by only changing somethiegsitivare.

This ideal scheme however is not practically viable, because in practi€sADd DACs are not
fast enough to process a large portion of the spectrum and anteerdesgned for specific frequency
bands. This has led to the creation of more extended hardware subsjste&teRs. Typically such
a hardware subsystem consists of a wide band receiver that shisj@efrcy band to a standard
intermediate frequency, which can be sampled by ADCs and the resulting digital can be sent to
a computer. Often other common equipment like amplifiers and band-passditteatso a part of the
hardware subsystem.

One of the most versatile and widely used SDR systems is GNU Radio, mostly aambith a
USRP as the hardware subsystem.
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1.2 USRP

The Universal Software Radio Peripheral (USRP) is designed aseaagurpose hardware subsys-
tem for software defined radio. It is an open-hardware device desdlby Matt Ettus and which can
be ordered through his company Ettus Research [13].

There are currently two types: the USRP1 and the USRP2. Both consishotherboard which
contains a Field Programmable Gate Array (FPGA), Programmable Gain Am(fifgx), ADC(s),
DAC(s) and a communication port to connect it to the computer. Daughtelboan be plugged into
the USRP motherboard according to the specific frequency bandsthéduese daughterboards can
be hooked up to appropriate antenna’s. On the receiving path (RXgughterboard captures the
required frequency range and sends it through the PGA, possibly gmglihe signal, towards the
ADC. The resulting digital signal is passed on to the FPGA, where it is wamsfd into 16 bit | and
Q samples. These are complex samples, with the real part (Q) describicmgsthe of the signal, and
the imaginary part describing the sine of the signal plus 90 degrees. dinesis thus 32 bit long
and can be sent to the host computer through the communication port,tferfprocessing.

The FPGA and the host CPU both do some processing on the signal, amgh ttheuexact di-
vision of labor can be changed, standard the high speed generalspuspocessing, like down and
up conversion, decimation, and interpolation are performed in the FPGike whveform-specific
processing, such as modulation and demodulation, are performed astierid.

The USRPs have a 64 MHz crystal oscillator internal clock. Most GSM imph¢atiens use a 13
MHz symbol clock with a much better accuracy. Of course the 64 MHz sarnptebe re-sampled to
(a multiple of) 13 MHz, and all of the software discussed in this chapteoparthese calculations on
sampling rates that are not dividable by thirteen. However this bringstean@mputing complexity.
Also the USRPs oscillators are much less accurate and can show quite stimeslrlting in bad
reception. An external clock can be attached to the USRPs. Choosing a meftiieMHz external
clock solves these issues.

1.2.1 USRP1

The USRP1 has four daughterboard slots. Two for receiving anddmteefnsmitting. It contains four
12 bit ADCs (two for every receive board), that have a sampling ragdfisamples per second.
Nyquist’s theorem states that you need a sampling rate of at least 2 timeedericy you wish
to capture in order to be able to reconstruct the signal [14]. TherdfieréJSRP1 can capture a
bandwidth of 32 MHz at once, for every receive daughterboardr@ are also four 14 bit DACs with
a sampling rate of 128Msamples per second. Making the maximum transmigfregband 64 MHz
wide.

At the heart of the USRP1 lies its FPGA, an Altera Cyclone EP1C12. ThisAFE¥& be pro-
grammed using the Verilog hardware description language. The compildrigaran be downloaded
for free from the Altera website [15]. The communications port is a USB RBip, avith a practical
maximum data throughput of 32 Mby$e Since the analog signals are processed into 16 bit | and Q
channels, this limits the data throughput to 8 Msamples per second.

1.2.2 USRP2

The USRP2 contains only two daughterboard slots. One transmit andaaieerside. It does contain
faster and higher resolution ADCs and DACs. Two 14 bit 100 Msamplesgmnd ADCs and two
16-bits 400 Msamples per second DACs. So it can capture a bandwidih iHz and transmit
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on a bandwidth of 200 MHz wide. With respect to the USRP1, the USRP2 al#ains a much
faster FPGA (Xilinx Spartan 3-2000) and an ethernet port instead &f#zconnection. The gigabit
ethernet port allows for over 3 times higher bandwidth throughput.

The USRP2 is much more costly however; double the price of an USRP1.

1.2.3 USRP Daughterboards

Different frequencies requireffiirent antennas and sometimeatient signal processing, like ampli-
fiers or filtering, to receive or transmit correctly. So in order to keep tBREs as general as possible
the actual receiving and transmissions are handled by daughtertibatdsn be plugged into the
USRP motherboard. These daughterboards are specifically meaetrfaindrequency bands. Cur-
rently there are thirteen daughterboards available, of which three arestitg in relation to GSM
signals:

e DBSRX, a 800 MHz to 2.4 GHz Receiver.
e RFX900, 800-1000MHz Transceiver, 20@W output.
e RFX1800, 1.5-2.1 GHz Transceiver, Ha@W output.

The most used GSM frequencies are GSM900 (890.2-959.8 MHz) andl&® (1710.2-1879.8
MHz) in Europe, and GSM850 (824.0-894.0 MHz) and GSM1900 (183209D.0 MHz) in America
and Canada. The DBSRX board covers all these frequencies, builyig oeceiver board. In order
to actively transmit a RFX board is heeded. Keep in mind that most countdqegeea license to
transmit on these frequencies.

1.3 Hardware used for this thesis

With regard to GSM the USRPs have some restrictions. Table 3.1 showsfdrenti GSM frequency
bands. GSM900 has a bandwidth of 70MHz, two times 25MHz for the up amahlthk and a 20
MHz unused guard band between them. GSM1800 uses 75MHz for its wgolithk’5MHz for its
downlink. This means that the USRP1 can only capture the up or the dowrfilanks8M900 signal
at one time. However because the USRP1 can be equipped with two rboaids an entire conver-
sation on GSM900 can still be captured, although sampling two frequemndtze once will run into
limitations at the USB data rates. The GSM1800 uses too wide a bandwidth toriogpwvith any
USRP at this time. The USRP2’s better specifications of both the communicaticenpidthe FPGA,
make the USRP2 the better tool for capturing GSM.

For this thesis we used a USRP1 together with a DBSRX daughterboarde #inhthis research
started the USRP2 was not yet available, so there was no active chaiee fflee DBSRX board
was chosen because it can be used for nearly all GSM frequenciés ameceive-only board, since
transmissions on GSM frequencies are illegal in the Netherlands withouhadice

No external clock was used, and for most reception tasks, this pravedlyta problem. Some
packages may suddenly arrive garbled, which is possibly due to theunmsaycof the USRP clock,
but this does not occur often enough to be problematic. Literature sisghasthese issues become
much more troublesome when you are turning your USRP into a GSM cell ta&gr [
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1.4 GNU Radio

GNU Radio [17] is a free software toolkit licensed under the GPL for implémegisoftware-defined
radios. It was started by Eric Blossom. It works with sever#lliedent types of RF hardware, like
soundcards, but it is mostly used in combination with an USRP. Basically GNlibRa a library
containing lots of standard signal processing functions. These fusctismially called blocks, are
often divided into three categories: source blocks (USRP drivetslba file readers and tone gen-
erators), sink blocks (USRP drivers, graphical sinks like an oscoles@nd soundcard drivers) and
processing blocks (like filters, FFT and (de)modulations). These blmnk&e attached to each other
to make a graph.

All the low level blocks are written in €+, while higher level blocks and GNU Radio graphs
are made in Python. These two languages are glued together using SW$G@ndans that, for per-
formance reasons, the actual computations are done+in, @hile on a higher level a more user
friendly language is used to define a software radio. This also abstraptsrplementation details
for the processing functions. If | want to see a Fast Fourier Trams{BFT) of a certain frequency on
screen, | only need to instantiate a source block (for instance a USREesuith a frequency) and a
graphical FFT sink and link these two together. | do not need to know @ergtand how the actual
FFT is computed, in order to use it. And there are hundreds of implementdaiaside GNU Radio.

GNU Radio, out-of-the-box, does noffer much in terms of GSM sfiing capabilities, although
it can be used to locate the beacon frequencies of GSM masts [18]. Ho@G&lIJ Radio can be used
by other software packages, like AirProbe in the next section, to perfioe low level functions of
GSM snifing, like reception and demodulation.

1.5 AirProbe

Airprobe [19] is an open-source project trying to built an air-interfacalysis tool for the GSM (and
possible later 3G) mobile phone standard. This project came forth out G3Mesnifer project [20].

When you currently clone the git repository, you will get nearly ten ptsjeBome of these serve
as libraries for the other projects (e.g. gsmstack), some of these haveniess the same function
(e.g. gsm-receiver and T-void) and some of these don’t even compitear (e.g. T-void).

The most interesting part of AirProbe is the gsm-receiver project. It ifiismoment, the best
working capture tool for GSM. It comes with two simple shell scripts that dalthe necessary
functions for saving the signals on a frequency to a file and for intergrétia signals in this file.
Calling

capture.sh <freq> [duration==10] [decim==112] [gain==52]

with a frequency will capture the signals on that frequency to a file. Thatidn, decimation and gain
are optional arguments with default values. A file will be created calipdure_<freq>_<decim>.cfile,
containing the captured 1Q samples. These can then be interpreted by:calling

go.sh <file.cfile> [decim==112]

The file name has to be provided, but the decimation is again optional, thougbhgpald use the
same decimation value that was used during capturing. The go.sh sce pyithon file that defines
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a software radio, which does all the processing needed (see sect)dn 8 the information bits
out of the samples. This results in a series of hex values that represenfdhmation as sent by
the GSM network. The go.sh script uses a UNIX pipe method to have thesmtes interpreted by
gsmdecode - one of the other projects in the AirProbe repository. Ydd etso try to convert these
hex codes to a .pcap file, which can be read by the wireshark progddm [2

Currently the gsm-receiver project will only decode the downlink (GSioek to mobile phone).
Standard it will look at the first time slot of a frequency (time slots in GSM will seglssed in sec-
tion 3.2), though this can be changed in the python code. At this moment itasatiehseveral of
the control channels in GSM (control channels will be discussed in set®nand speech channels.
However due to encryption (chapter 7) and frequency hopping (segtlo?) this will not yet work in
most real world situations. For a discussion on this see chapter 8.

1.6 Gammu

Another way to get traces of GSM communication is by using Gammu [22]. Gammu{sea-source
project which can manage various functions on cellular phones. You Maillreeed a Nokia DCT3
phone. Nokia used a simple remote logging facility for debugging their DCT8aMares remotely,
but apparently forgot to remove this when going into production. So yauecable it back using
Gammu.

You will also need to download a special filam5_587 . txt which helps decoding trace types.
You will also need a cable to connect the specific DCT3 phone to a compDigce Gammu is
installed on this computer [22] and the mobile phone is connected to the comyatiecan run
Gammu using the following command:

gammu --nokiadebug nhm5_587.txt v20-25,v18-19

The software will then interface with the phone and create a .xml debug llogsobf packages sent
to and from the mobile phone. The .xml file that can be interpreted either bglvairie [21] or Air-
Probe’s gsmdecode [19].

The Gammu+ Nokia phone method has a much better receive quality than the USRProbe,
after all the mobile phone is specifically made to receive these signals. Also uging gammu
you can even see some message that where encrypted and you hawklemsg tuning to the correct
frequencies. However you can only see the messages to or from the pboked up on the computer.
You cannot see any message for other phones, nor is it possible tgectienphone’s behavior. So it
is a great tool to learn more about signaling on the GSM interface, but it isengatile enough to use
in any real world attack.

1.7 OpenBTS/ OpenBSC

In chapter 2, the architecture of a GSM network will be discussed in detilndw though it is use-
ful to know that a Base Transceiver Station (BTS) is a GSM cell tower gaBase Station Controller
(BSC) is a control center for several BTSs. Both of these systemsamwupen-source implementa-
tion: OpenBTS [23] and OpenBSC [24] respectively.
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This does not mean that both systems work together. In fact they féeeedit approaches to the
same problem. OpenBTS, founded by David Burgefigr®a BTS implementation using the USRP
and turning it into a BTS. Some of the logic normally present in a BSC is placatki@penBTS.

OpenBSC, developed by Harald Welte, on the other hand implements mostB$@éunctions
and currently includes support for two BTS types (nanoBTS and the 82B8-11 microBTS). It
does not support an OpenBTS driven USRP.

Both systems give you the opportunity to run your own GSM network, thdhighrequires a
license in most countries. This can be very useful for testing purptsgsanother great use is
their implementation of the GSM protocol stack. These open source systBansio extra way to
understand the GSM protocol through their implementation, and these implemesitzdio be used
to create GSM analyzers.

1.8 AY1 Cracking project

In the Western world most GSM fitéc is encrypted using an algorithm known as/A5which is
detailed in chapter 7. In August of 2009 a project was started to usesgigéime-memory-trade{d
to break A31, by pre-computing a large rainbow table.

The pre-computation is done distributed on the Internet. Volunteers canlakvthe table-
generating code from the project’'s website [25], and run it on their oempaiters. The code is
specifically written for graphics cards (NVIDIA and ATI currently),dagise of their parallel comput-
ing power. Tables that are finished need to be shared, e.g. via bitttovidren someone has access
to enough tables he should have a chance of around fifty percent tth&nehcryption key for an
encrypted conversation. More on this attack will be detailed in chapter 8.

1.9 Software used for this thesis

For this thesis all the software described in this chapter was evaluatedugewe did not have the
hardware to actually transmit, as explained in section 1.3, the OpenBSC amdBD$ projects were
not actively used. However since they are both open-source prdjeeysboth aided in understanding
GSM, through their source code.

The A1 cracking software was not actively used, because in its currenitsiais not yet serve
any practical purpose.

The Gammu software, together with an Nokia 3210 was used extensivelynany example
traces shown throughout this thesis result from it. The AirProbe saftwtagether with the USRP
were also used extensively. Although the reception and decoding qualiiemt always great, it is a
very promising tool for the future.

1.10 Traces throughout this thesis

Throughout this thesis traces of actual GSMiicawill be shown that where captured as research for
this thesis. Only self-caught traces where used in this thesis. Thesg @m&ceither made with the
USRP+ AirProbe combination, or with the Nokia 32#0Gammu combination. Both combinations
are explained in this chapter.

These traces deliver information in a not very human friendly way. Toerave use either wire-
shark or gsmdecode to examine the traces. The AirProbe section dstwskdhese tools. Figure
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1.1 shows what a trace examined with wireshark looks like.

Wireshark is the more convenient tool for analyzing these traces, $edaorders all the infor-
mation and coveniently shows extra information like the current frame nunmigefraquency. The
results of the interpreting with Wireshark (from version 1.2.6 on) are a#ieithan those of Gsmde-
code. However throughout this thesis traces will be shown decodedsimgd&ode. This was done
because Gsmdecode immediately displays all information in plain text, which displit better
onto paper. An example of a Gsmdecode trace is given in trace 1.1. A libtiafcees throughout this
document can be found in the front.

Traces are included throughout this thesis at those places where thélstate what is being
said in the main text. However, especially the first couple of traces will sHooh GSM content that
is explained in later chapters. Specifically chapters 4 to 6 will provide a Ibelgf in understanding
these traces.

i GRUMBerkKPNXmIS

| File Edit View Go Capture Analyze Statistics Telephony Tools Help

No. . Time | Source Destination Protocol Info [
340 BTS M5 LAPDm U, func=UI{DTAP) (RR) System Information Type &
358 MS BTS LAPDm S, func=RR, N(R)=0(DTAP) (RR) Measurement Report =
360 BTS Ms LAPDm I, N{R)=1, N(5)=B(DTAP) (RR) Ciphering Mode Command |_‘
370 MS BTS LAPDm S, func=RR, N(R)=8
380 BTS Ms LAPDm U, func=UI
390 Ms BTS LAPDm S, func=RR, N(R)=8(DTAP) (RR) Ciphering Mode Complete
40 @ BTS MS LAPDm U, func=UI(DTAP) (RR) System Information Type 5
410 MS BTS LAPDm S, func=RR, N(R)=8(DTAP) (RR} Measurement Report
42 @ BTS Ms LAPDm S, func=RR, N(R)=2
43 8 MS BTS LAPDm 5, func=RR, N(R)=8(DTAP) (CC) Setup
44 @ BTS MS LAPDm I, N{(R)=3, N(5)=1(DTAP] (CC) Call Pgoceeding [~]

L

P Frame 36 {EE_Eytes on wire, 23 bytes captured)
P GSM Um Interface
~ Link Access Procedure, Channel Dm (LAPDm)
P Address Field: 8x@3
> Control field: I, N(R)=1, N(S)=0 (8x28)
I Length Field: exed
< GSM A-I/F DTAP - Ciphering Mode Command
I Protocol Discriminator: Radio Resources Management messages
DTAP Radio Resources Management Message Type: Ciphering Mode Command (0x35)
SC: Start ciphering (1)
Algorithm identifier: Cipher with algorithm A5/1 (0)
CR: IMEISV shall not be included (@)

@
L. |
- @
nou

eeee ©3 20 od 06 35 01 2b 2b 2b 2b 2b 2b 2b 2b 2b 2b I 0 i i e
0810 2b 2b 2b 2b Zb 2b 2b e

@ Frame (frame), 23 bytes Packets: 181 Displayed: 181 Marked: 0 - Profile: Default

Figure 1.1: A GSM trace examined with WireShark
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Trace 1.1: RR System Info 3

HEX [2_data out_.Bbis:462 Format Bbis DATA
000: 49 06 1b 32 22 02 f4 80- 11 7f d8 04 28 15 65 04
001: a9 00 00 1c 13 2b 2b
0: 49 010016-- Pseudo Length: 18
1: 06 O-——— Direction: From originating site
1: 06 -000-——— 0 TransactionlID
1: 06 ———-0110 Radio Resouce Management
2: 1b 00011011 RRsystemInfo3C
3: 32 12834 [0x3222] Cell identity
5: 02 204 Mobile Country Code (Netherlands)
6: f4 08f Mobile Network Code (KPN Telecom B.V.)
8: 11 4479 [0x117f] Local Area Code
10: d8 +———— Spare bit (should be 0)
10: d8 -1—————- MSs in cell shall apply IMSI attachdetach procedure
10: d8 —--011-—- Number of blocks: 3
10: d8 ———— 000 1 basic phys chan for CCCH, not combined with SDCCHs
11: 04 00006-—-- spare bits (should be 0)
11: 04 ————-— 100 6 multi frames period for paging request
12: 28 00101000 T3212 TimeOut value: 40
13: 15 0——- spare bit (should be 0)
13: 15 -0———— Power control indicator is not set
13: 15 ——01-——- MSs shall use uplink DTX
13: 15 ———-0101 Radio Link Timeout: 24
14: 65 01+---—- Cell Reselect Hyst. : 6 db RXLEV
14: 65 ———xxxxx Max Tx power level: 5
15: 04 O0————— No additional cells in Sysinfo ¥8
15: 04 -0—————- New establishm cause: not supported
15: 04 ——xxxxxx RXLEV Access Min permitted= -110 + 4dB
16: a9 16———— Max. of retransmiss : 4
16: a9 —-1010-- slots to spread TX : 14
16: a9 ————— 0- The cell is barred : no
16: a9 —————— 1 Cell reestabl.i.cell: not allowed
17: 00 ————— 0—-- Emergency call EC 10: allowed
17: 00 00006-—— Acc ctrl cl 11-15: 0 = permitted, 1= forbidden
17: 00 ———— 00 Acc ctrl cl 8 9: 0 = permitted, 1= forbidden
17: 00 —————— 0 Ordinary subscribers (8)
17: 00 ———— 0- Ordinary subscribers (9)
17: 00 ————— 0-- Emergency call (10): Everyone
17: 00 ———-0-—- Operator Specific (11)
17: 00 -——0———— Security service (12)
17: 00 —-0———— Public service (13)
17: 00 -O0————- Emergency service (14)
17: 00 O-——— Network Operator (15)
18: 00 00000000 Acc ctrl cl © 7: 0 = permitted, 1= forbidden
18: 00 00000000 Ordinary subscribers (D)
19: 1c YYYYYYYY REST OCTETS (2)

This shows a System Info 3C message, made with Gammu. This specific missbeggadcast by
cell tower to show its identity. In this case itis a “KPN Telecom” cell tower locatete Netherlands.

Traces are displayed with first the entire message displayed as hex Vdlostssignaling mes
sages consist out of 23 octets; 46 hex values. Then the message ieteirFirst the number of the
current octet is shown. Then the value of that octet in two hex valubswid by the bits from thi
string that are being interpreted. Finally the interpretation of those bits iscoéidbe end in huma
readable form.

D
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Chapter 2

Network Architecture

This chapter will give an overview of all the entities in the GSM network. Tiherdiferent protocols
that are used between these entities are briefly highlighted and finally sothe ofost important
functions within GSM are shown via global scenario’s showing the intereti@tween the entities
in a GSM network.

A single GSM network is often referred to as a Public Land Mobile Netwot®MR). This is the
network operated by a single provider in a single region. In most courgtaiels provider maintains
a single PLMN, but in certain large countries, like the USA, several PLi@Nsbe maintained by a
single provider. A PLMN manages all ffec between mobile phones and allffra between mobile
phones and the other land networks. These land networks can eitherPettic Switched Telephone
Network (PSTN), an ISDN network or the Internet. Figure 2.1 showsvamvgew of all the entities
in a GSM network. We will now look at each in detail.

BSC

Land
network

BSC

Figure 2.1: Network layout of a generic Public Land Mobile Network (PLMN

17
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2.1 Mobile Station (MS)

The Mobile Station (MS) is the subscribers module most people are familiar witbonkists of
both some Mobile Equipment (ME) and a Subscriber Identity Module (SIMhBRre needed for the
Mobile Station (MS) to function in the GSM network. Hence MME + SIM.

2.1.1 Mobile Equipment (ME)

The Mobile Equipment (ME) is simply the GSM phone people use to make andeaad!s in a cel-
lular network. It is basically a transmitter-receiver unit that is indepenidem network providers

Every ME contains an International Mobile Equipment Identity (IMEI) numbensisting of 15
digits which uniquely identify this particular ME. An ME can be asked for its IN3E typing in the
string “*#06’ on the mobile phone.

2.1.2 Subscriber Identity Module (SIM)

The Subscriber Identity Module (SIM) is provided to a subscriber as atssaed; a SIM card. It
contains a users identity in a GSM network and is dependent on a netwawikigr. It is uniquely
identified by its International Mobile Subscriber Identity (IMSI) number. IM$ontains the follow-
ing information:

e The International Mobile Subscriber Identity (IMSI), consisting of 15itdigr less with a 3
digit Mobile Country Code (MCC), a 2 digit Mobile Network Code (MNC) and@p to 10
digit Mobile Subscriber Identification Number (MSIN).

e The Temporary Mobile Subscriber Identity (TMSI), temporary identifiesgea on to the MS
by the network to hide the IMSI. The TMSI is only valid within a certain regiamj the MS
can always request a new one from the network.

e The secret ke
e The current encryption key, also called session kgy;

e The Ciphering Key Sequence Number (CKSN), a 3 bit number send byetirk, acting as
an identifier of the current session key

e The encoding algorithms A3 and A8

e The current Location Area Identity (LAI), consisting of a 3 digit Mobileu@éry Code (MCC),
a 2 digit Mobile Network Code (MNC) and an up to 5 digit Location Area Cdd&Q). The
Location Area ldentity (LAI) is transmitted by the network regularly and stonethe SIM. It
identifies a certain area in the PLMN.

e List of preferred Public Land Mobile Network (PLMN)s
e List of forbidden PLMNs

1In most countries MEs can be bought from providers in some fornaokaged deal. A ME can have provider specific
firmware, and can be modified to only accept the providers SIM (Sidkim). Also some providers produce their own
MEs. However their networks still accept other MEs and their MEs can, avigmall modification (SIM-unlocking),
function in another network.
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List of beacon frequencies of the home PLMN

The Personal Identification Number (PIN) used to gain access to thefS8hdonality

The Pin Unblocking Code (PUK) used to reset the Personal Identifichtimnber (PIN) and
unlock the SIM, when the wrong PIN number has been entered three times.

Storage of Short Message Service (SMS), telephone numbers, etc.

Note that the IMSI is not equal to the Mobile Subscriber ISDN Number (MBI} the phone number
belonging to this sim. Both numbers are created independently and linkedhit@#ser in the HLR
(section 2.3.3). However the IMSI is the identifier in the GSM system for anai& it belongs
uniquely to a single SIM. while a new MSISDN can be linked to the IMSI. Thacba frequencies
refer to a set of “main” frequencies on which the cell towers of the penvadivertise themselves to
the MS.

2.2 Base Station Subsystem (BSS)

The Base Station Subsystem (BSS) is the part of the PLMN that managesihwinication between
the MSs and the Network Switching Subsystem (NSS).

2.2.1 Base Transceiver Station (BTS)

A Base Transceiver Station (BTS) is another name for a cell tower, cg ammurately a name for the
transceivers on a cell tower. One BTS defines a single cell. In geihégalimply a relay station that
broadcasts to the MS the packages it receives from its BSC (next Sesnidwice versa. Because the
BTS is the link between the air interface and the land interface, it is resperisitall the channel
encodingdecoding, ciphering, Slow Frequency Hopping (SFH), Gaussian MinirBtift Keying
(GMSK) and burst formatting.

‘Land interface’ is a somewhat misleading term to describe the link betwedrSaaBd the rest
of the network. Although most BTSs are connected via a land line, somemzeavave directional
radio link for this connection. Whether through a land line or via a directicadib link, the signal
uses the same Abis interface (section 2.4).

Cellular systems, like GSM, gain a lot of extra capacity when compared withidrzal (single
transmitter) systems, because cellular systems divide the geographigarea cells. These cells
allow for frequency re-use. Because of interference, two neigihdpaells can never use the same
frequencies, so they must be geographically divided. This is schemagbalyn in figure 2.2, which
also shows that cells canffiir in size, for instance to accommodate a densely populated area. Figure
2.2 is a simplification of the practical situation in which one GSM tower often conthiree BTSs.
Each BTS handling 120around the tower. This does not change anything about the genekdhg/o
of a BTS, it just defines a smaller cell.

The maximum reach of a BTS is 35km. Though a transmitted signal might trayehtehis
distance, the delays that occur in the transmissions become to large to stibbfunwithin GSM.

A BTS can hold between one and sixteen transceivers, dependinggragly and user demand
in the area. Eight transceivers for the uplink frequencies (MS to BT8)eaght for the downlink
frequencies (BTS to MS). Each transceiver can handle eigfigreint channels which MSs can use.
Because some of these channels are used for sending control inforne®Bd S can never handle
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Figure 2.2: A schematic division of frequencies in a geographical ati¢iafour different frequencies
(F1-F4).

more than about 60 (& 8— some control channels) conversations with mobile phones in its area.
However many more phones can be connected to a cell, while not activetyitis

A BTS is identified by its Cell Global Identification (CGI). A fourteen digit nuentuniquely
identifying this cell. It is composed of a Location Area Identity (LAI) and dl Gkentity (CI).
There exists an open-source implementation of a BTS named OpenBTSHEB]was also discussed
in section 1.7. In most countries a license is required to operate a BTS.

2.2.2 Base Station Controller (BSC)

The Base Station Controller (BSC) is the center of intelligence in the Base Sfilmmystem (BSS).
A single BSC controls one or more BTSs and typically serves a populatioroahd 100000 to
250 000 people [28]. It manages the radio channel setup and handosersafMS between BTSs
that are connected to this BSC. It also watches the status of the BSS hardwa

There exists an open-source implementation of a BSC named OpenBS@Hi##| was discussed
in section 1.7. It is not specifically build to work with OpenBTS; actually bothjguts attempt to be
usable as an entire BSS.

The BSC side of the network can also contain a Transcode Rate and Adblpiitd TRAU). The
air-interface uses a voice encoding, regular pulse excited-long tegdiction (RPE-LPC), which
manages a data rate of 13 KbitHowever the voice encoding used on the land interface, Pulse Code
Modulation (PCM), reaches 64 kfst The transcoding needed between these signals is performed in
the Transcode Rate and Adaption Unit (TRAU). Although this transcodinigfised as a responsi-
bility of the BSC, it is often performed by a distinct subsystem. Some vendwesimplemented the
TRAU at the Mobile Switching Centre (MSC) side of the network, thereby cesging the signals
earlier on and saving bandwidth between the BSC and the MSC (see 2.3.1).

2.3 Network Switching Subsystem (NSS)

The Network Switching Subsystem (NSS) is the central part of any PLMBingle NSS controls
multiple BSSs. The NSS houses all subscriber services. It authenticat&Mhfor access to the
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network and for setting up calls, and it finds the MS when a call is being maidertaooutes a call
through to the Public Switched Telephone Network (PSTN) or a neighbor8t N

2.3.1 Mobile Switching Center (MSC)
The Mobile Switching Centre (MSC) is the main component of any NSS. It is afilsddersion of a
standard ISDN-switching system and it performs several functions:

e Manage the location (which BBTS) of all MSs in its service area.

e Set up and release end-to-end connection.
e Controls handovers between BSCs.
e Manages call data and sends this to the billing system.

e Collects trdfic statistics for performance monitoring
Every BSS is connected to a single MSC. All the BSSs connected to a MSQiseritp service area.

2.3.2 Gateway Mobile Switching Center (GMSC)

All communication between ffierent PLMNSs or between the PLMN and the PSTN is routed via the
Gateway Mobile Switching Centre (GMSC). When a MS attempts to log-on t&ferelit network
than his home network, the GMSC of the visited network asks the GMSC of tine Inetwork to
authenticate the MS. When a call request arrives at a MSC it will cheeltheh the destined MS is
within this MSCs service area. If this is not the case the request is foeddoothe Gateway Mobile
Switching Centre (GMSC) which will then route the call to the correct MSC, ¢dRBTN, or to the
responsible GMSC of another provider.

The GMSC is a special form of a MSC. The practical implementation of a GMB&ary. Some
networks contain a single, high performance MSC as dedicated GMS@hdret are also PLMNs
where every MSC can function as the GMSC. In the latter case the term G8/&@y valid in the
context of a single call or sign-on, because its role can be carriedyautlifferent MSC each time.

2.3.3 Home Location Register (HLR)

The Home Location Register (HLR) contains the subscriber’s informatioteibcontrol and location
determination. Logically there is only one Home Location Register (HLR) peviger per GSM
network, although this can be implemented as a distributed database.

The HLR stores the following information per IMSI:

e The subscribers MSISDN.
e The current VLR (see section 2.3.4) serving the subscriber, useddtelthe MS.
e GSM services that the subscriber is allowed to access.

e Possible call divert settings.

Both the IMSI and the MSISDN fields have primary database keys over thBenHLR is where the
standard phone numbers (MSISDN) are linked to their IMSIs. When dscplaced to a MSISDN
the GMSC requests the corresponding IMSI and the current MSC gatyfrom the HLR. The HLR
receives location updates for every IMSI in its database from thertusegving VLR.
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2.3.4 \Visitor Location Register (VLR)

Each MSC maintains one Visitor Location Register (VLR) which stores all tMs$iat are active
within the MSC's service area. When a MS is successfully logged on to amegllBLMN, the home
network’s HLR is queried for some subscriber information which is storealiecord in the VLR.
This happens after the VLR informs the HLR of the presence of the IMSI iWLiR area. These
messages between VLR and HLR are even exchanged when the seb&ilithin his own home
network. The VLR can be used by the MSC to route incoming calls to the ¢@&S.

After some period of inactivity or when a MS has traveled toféedent service area, the record
for an IMSI is removed from the VLR. In the latter case the removal is comethbgl the HLR. For
every IMSI the VLR stores the following information.

e The subscribers current Temporary Mobile Subscriber Identity (TM&iich is allocated by
the VLR.

The subscribers MSISDN.

The subscribers current LAI, or affirent VLR is maintained for every LAI.

The subscribers current Cell Identity (Cl). The LAl and the CI togethem the Cell Global
Identification (CGI) and define a unique cell in every PLMN.

GSM services that the subscriber is allowed to access.

The HLR address of the subscriber.

Up to five authentication triplets, received from the Authentication Centr€jAu

2.3.5 Authentication Centre

The AuC contains the information needed to authenticate a SIM and to seemgpted connection
with a MS. The AuC is often co-located with, and in most implementations even atéegin, the
HLR.

In the AuC the following information is stored per IMSI:
e The secret ke, the same as on the SIM.
e The encoding algorithms A3 and A8, the same as on the SIM.

Despite its name, the AuC does not directly authenticate a SIM. Instead it tesrgpuandom chal-
lenge and the corresponding reply and encryption Kgy,using the A3 and A8 algorithms. These
three values form so called triplets. Authentication triplets are discussed i detail in sections
2.5.1 and 7.1. These triplets are then stored at the VLR and from therbeslfgpthe MSC where
a MS tries to authenticate itself. The real authentication takes place at the We, sends the
random challenge to the MS (via the BSC and BTS) and verifies the MSsnaspThe encryption
key is sent on to the BTS, because only the ME - BTS link is encrypted with it.

The implementations for the A3 and A8 algorithms are only stored and invokdtedsiM and in
the AuC. Both are under control of the provider, so the specificatiortesome room here for every
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provider to implement their own algorithms. However it is commonly assumed thdtprmsders
followed the advised implementations of A3 and A8 [4].
Authentication of MSs will be discussed extensively in sections 2.5.1 and 7.1.

2.3.6 Equipment Identity Register (EIR)

The Equipment ldentification Register (EIR) is often co-located with the HLRontains lists of
International Mobile Equipment Identity (IMEI)s [29]. When a MS is cocteel to a network, the
network can always give it the identify command. In response to this comtharidS will transmit
its IMSI, identifying the SIM, and IMEI, identifying the physical phone (MHEhe IMSI ends up at
the HLR, but the IMEI is checked against the stored identifiers in the EIR.

Originally the EIR was meant to be used to blacklist all stolen phones, makingsiltge to track
them or render them useless. However it is clear that several coumtaks no use of the EIR’s
function. Like in the Netherlands, where there is no administration of stol&idM

This built-in IMEI security also has several problems; it hinges on tlfigcdity to change a
phone’s IMEI, but in most mobile phone models today this proves rather sinlere also is no
specified method to unblock a IMEI once it is registered in the EIR.

2.4 Interfaces

Within the GSM network several filerent interfaces are defined. These are all shown in figure 2.3.
The main interfaces, those interfaces that connect a MS to the land ie(fam, Abis, A and E),

MS
O Um-interface O F-interface
@)--oomeaes G EIR
ME
Abis-interface A-interface E-interface Lan
SIM) BSC MSC GMSCH(_ Land
networks
B-interface B-interface
— —
|; L G-interface \/I—
C-interface
-interfac
HL

Figure 2.3: The defined interfaces within a GSM network.

are all split in tréfic channels that contain the speech information and control channelsici tive
meta data is transmitted.

Of all the interfaces here the Um interface, or air-interface, is the mainecorof this thesis,
because it is this interface that can beffad using the USRP and GNURagirProbe (chapter 1).
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Geographically speaking everyone has access to this interface, malarikely target. The Um
interface will be discussed in detail in chapters 3 to 6.

The Abis interface connects the base stations (BTSs) to the base statioriles(BSCs). This
interface is defined as an LAPD (standard ISDN) interface and largéhgcides with the data link
layer of the Um interface (see chapter 5). The Abis interface also allomtsat of the radio equipment
and radio frequency allocations in the BTS.

The A interface connects the BSS with a NSS and the E interface is the maimadeténside a
NSS. All the control channels on the A and E interface are part of theafiignSystem #7 (SS7),
a collection of telephony signaling protocols defined by the Internatiodat®mmunication Union
(ITV) [30]. The TRAU (section 2.2.2) does not interfere with any of tlgmaling channels. It only
transcodes the voice data.

The B, C, D, F and G interfaces are defined to synchronize all therelint information sources
within a PLMN. The ETSI has not defined an interface between the AuCtlandHLR, so every
provider can make their own decision here. Most providers have theldeafed at the HLR site and
often these two databases are integrated.

2.5 Scenarios

We will now discuss how some of the major functions of GSM are handled bpdtwork. These

scenario’s are only discussed broadly, to show the way in which the retmiities interact. This

should lead to a top level understanding of the GSM network, but thesepdes should not be seen
as the actual message interactions happening. Several of these exaitiffiesliscussed in further

detail in the following chapters, where we look in detail at the communicationebth protocol.

All of the examples discussed here will be shown in message sequencanasagn these dia-
grams a convention is used for the two arrow types, dashed and solid,thédwecross other entities.
A dotted arrow denotes a message that is transmitted directly from the senthiegézeiving entity,
without passing through the entities that the arrow crosses. When a sold iarused then this de-
notes that the message passes through all fferelnt entities it crosses. Those messages will have to
be transcoded somewhat by the passed entities, because every entit@ 8Mheetwork is connected
with a different interface (figure 2.3), but the message contents will be almost igerfio a solid
arrow from A to C passing entity B, actually denotes two arrows (A to B and ®)twith an almost
identical message.

Notice that all the diagrams that will follow in this chapter do not show the B&eeby show-
ing the BSS as a single entity or by just completely omitting the BSC. This is becaB&is only
actively involved at a much lower level, like deciding on which frequencies® So in order to save
space the BSC is not shown in these diagrams. Just remember that all tlgenthst pass the space
between the MSC and the BTS (or the BSS) will pass through the BSC.

2.5.1 Authentication

The authentication of a MS to the network is of course one of the most impseauntity functions in
GSM. After a successful authentication the MS has proven its identity to t@reand at that point
both the MS and the BTS will know a shared session kgy,which they could use for encrypted
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communication.

Authentication is often used within the other functions of the GSM network.n&er a MS is not
yet known to a network, the full authentication described in figure 2.4 talee. At the end of such
an authentication both the MS and the network know the session key andexri@pKey Sequence
Number (CKSN) identifying this session key. For every subsequeneatitiation the network can
choose to either completely re-authenticate the MS, or accept the MS atyadghenticated, and if
encryption is needed (re-)use the encryption key that resulted fromrévéous full authentication.
This choice for key re-use is fully up to the network, but if the MS doesknotv the key identified
with the CKSN, then full authentication again needs to take place.

Figure 2.4 shows the successful full authentication of a MS, which isyalimitiated by the MSC.
At some stage during a connection with a MS the MSC will decide to initiate an didaton proce-
dure. Most often this will happen after a request for a service is matteehiMS. The MS is known to
the MSC either by its IMSI or its TMSI. The MSC requests the authenticationtsiptaresponding
to the MS’s IMSI from the Visitor Location Register (VLR). The VLR know=thMSI & TMSI
relation and is therefore capable to respond with authentication triplets @phexUTMSI as well as
to an IMSI. The VLR has a supply of authentication triplets and returns btieese to the MSC. If
the VLR runs out of triplets it can then request up to five new ones fromti

The AuC actually creates the authentication triplets. It can do so becawsestdred the secret
key K; and the A3 and A8 algorithms per IMSI. Authentication triplets are defined as:

Authentication triplet = (RAND, SRESK,)
where
RAND = A randomly chosen number
SRES = A signed response computed/A3(K;, RAND)
Ke = The session key computed A8(K;, RAND)

TheK; is a secret key uniquely linked to every IMSEIM.

So a triplet actually contains the challenge, the response and the sesgienddgthing needed
for the MSC to authenticate the MS and for the BTS to set up the encryptedaha

The MSC sends the challenge (RAND) on to the MS. Because thelsgrA8 and A8 are stored
on the SIM, the MS can now compute SRES &qdand then transmit SRES to the MSC. The MSC
verifies the SRES it receives from the MS with the SRES from the authentidaifpdet. If they are
equal then the session kKy is sent to the BTS. From this moment on it is possible to start encrypting
the Um-interface connecting the BTS with the MS.

If the responses received by the MSC are not equal, then the MSC will enessage to the
MS telling it that authentication failed. Possibly the MSC can re-attempt autheoticar end the
MS connections. What ever the case, every subsequent authentsladiold never re-use the same
RAND.

The authentication in GSM is discussed in more detail in section 7.1.
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Figure 2.4: Global overview of successful authentication of an MS irsi@&M network
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2.5.2 Location Updates

The network needs to know where every MS is located in order to routetlatis. For this purpose
the MS regularly informs the network of its location. This location is represdmyehe LAI, which
the MS learns from its current BTS. This process is called “location updateation updates hap-
pen when a MS moves into the cell area covered by another LAI (figu)e 216 location updates
also happen periodically when a MS remains in the same LAl area (figurel®&tion updates are
always initiated by the MS and always result in a new TMSI being assignite el S.

In both figures showing theseftirent scenario’s the BTS, BSC and MSC are shown together as
a single entity; the B®ISC. This saves space in the diagrams, because most of these entities do not
play an important part in these scenario’s, though all communication desstip@mugh them. The
BSC however does add the CGl of the current BTS to the message, whiokcthiving VLR uses to
update the MSs location. Please note that the ciphering that is being settagebehe MS and the
BSSMSC is actually only used between the MS and the BTS, so on the Um-interface.

Timed Location Update

{IMSI, TMSlg1q, LAl LAloiq} {CGlyey =LAlew+ Cluew}  {IMSI & (TMSlg1q,CGloia), VLR-ID} {IMSI— (VLR-ID)}
MS BSS/MSC VLR HLR

Location Update (TMSlg14,LAlo14)

Location Update
(TMSlg14,LAlo1d,CGlyew)

authentication }

Start Ciphering Update Location (IMSI,VLR-ID)

Ciphering started
Generate TMSl, v

Subscriber data

Renew TMSI(TMSl,ew)
Acknowledge new TMSI

Figure 2.5: Global overview of a timed location update in the same cell area.

Figure 2.5 shows a timed location update. The MS requests to perform a fooatiate, iden-
tifying itself with its current TMSI (TMS}4) and its current LAI. Note that a single VLR can serve
several LAIs, however when a timed location update occurs the new lil~bften be equal to the
old one. The BSC then appends the CGl of the current BTS to the locatdataumessage. The CGI
consists of the LAI and the ClI of the current BTS.

Subsequently it is checked whether this MS is already authenticated asihlpdall authenti-
cation as explained in section 2.5.1 takes place. If authentication was sfutct®e VLR stores the
new LAl for this IMSI/TMSI and transmits its VLR-ID to the HLR together with the MS’s IMSI. In
this case the VLR-ID received by the HLR will be the same as the VLR-ID thRe Blready had in its
records, but still this step should be preformed. The HLR respondsrmjirsy additional subscriber
data to the serving VLR. This subscriber data is mostly a collection of seitviaethis MS is entitled
to use. This data was already present at the VLR in this case, but it isgetitted between HLR and
VLR nevertheless, because some of these services might have changed
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In the meantime the VLR also generates a new TMSI which is transmitted to the M& tlom
HLR acknowledges the location update. If the current network prowesyption, then the new
IMSI is always transmitted on an encrypted Ume-interface.

Log on

If you change every occurrence of TMflin figure 2.5 by the MS’s IMSI, you have the exact pro-
cedure for a log-on of a MS to a GSM network. This is often referred @ ‘dscation registration”
instead of a location update, the simplée&ience being the absence of an already assigned TMSI.

Roaming Location Update

A MS is always listening to all BTSs it can receive, in order to judge which loais the best recep-
tion. When another BTS gives a better reception then the current BT# $heill conclude that it
has moved in a dlierent cell area. It will listen to the new BTS for its LAI (LAdw) and when this
is different form its current LAI (LAdg), the MS will initiate a location update (via the new BTS).
Notice that the MS does not initiate the location update when it comes ifieaatit Cl area (the ci
together with the LAI form the CGlI). The CI will get updated through a timedfion update. The
VLR only knows the LAI of a MS for certain, at any given time, the Cl mightdvahanged.

When a MS has moved into the area serviced by a new VLR, you get tharBreletailed in
figure 2.6. The major dlierence between the timed location update and the roaming location update
is the communication between the old and new VLR. The new VLR will actuallyygiirerold VLR
for the IMSI belonging to this TMSI and corresponding authentication tripkfter that the MS can
be authenticated by the new MBAR. The new VLR can find the old VLR through the L{d. A
VLR can service several LAIs, but every LAl is serviced by exactig ¥LR.

After authentication nearly the same actions are performed as with a timed logptiate, except
that the HLR recognizes that the MS has moved to a new VLR area becausedived VLR-IDeyw
does not match the already stored VLR4ID Inciting the HLR to command the old VLR to remove
its records belonging to the MS's IMSI.

2.5.3 Call setup

Figure 2.5.3 shows all the entities involved in a call between two MSs belonginffe¢osht providers
and thus to dferent PLMNs. There are two types of scenario’s in call set-ups; tteindiated by
a MS (Mobile Originating Call (MOC)) and the calls received by an MS (Mob#eminating Call
(MTC)). Both are discussed here.

Mobile Originating Call (MOC)

In a MOC the MS naturally initiates the procedure by requesting a call. FigBreh®ws the message
flow for an MOC. In this diagram it is assumed the MOC is directed towardhanmobile phone. If
the call is being made to a land line, the messages would be routed via the GMEEPBTN. Also
note that the GMSC and MSC entity in this diagram can be the same entity, dependine set-up
of this PLMN.

After authentication and subsequent encryption of the communication, treupties the num-
ber (MSISDN) it wishes to call. The first digits of a MSISDN identify the ctsyrand the provider
of the callee. The HLR maintaining the MSISDN (the HLR of PLMN identified by ¢bantry and
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Figure 2.6: Global overview of roaming location update when a MS moves idiffesient VLR area.
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VLR()ld

FHINLOFLIHOEY X¥HOMLIN ¢ 431dVHO

6¢



CHAPTER 2. NETWORK ARCHITECTURE 30

: PLMN PLMN |
: Provider A i Provider B

Figure 2.7: Agents in call setup between two MSs serviced tigréint providers

provider) is queried for the corresponding IMSI and current VLRatamm. With that information the
GMSC can set-up a connection to the MSC serving the subscriber beind.ciieanwhile a call
connection is being established between the MSC and MS that initiated the efllpdes well there
will be a call connection between both mobile phones and a conversatidalkeaplace.

Mobile Terminating Call (MTC)

The diagram in figure 2.9 shows a MTC and can be seen as the followthp dfagram in figure 2.8.

A connection request for an IMSI arrives. The corresponding TM$ound by the VLR and
a page command is sent to the MSC (trace 2.1). The MSC commands the &8f2¢o page the
TMSI and in the meanwhile the MSC sets-up a call connection to the calling emt#yilgly a GMSC.
Note that the calling MSC can be the same as the called MSC, in which case|lgahar connection
needs to be set up between them. However all other signaling messagéfi aszessary, because
the MSQVLR combination does not know the link between the called number (MSISDN )tlae
IMSI/TMSI.

Authentication of the MS can be initiated by the MSC at this point. After encrymiothe Um-
interface is started the call connection between this MS and MSC is set ubeadtire conversation
can begin.



{MSISDN— (IMSI,VLR)}
VS ] BSS MSC [ GMSC | @b
Call Request
authentication }
Start Ciphering
Ciphering started
Call MSISDN
Looking for MSISDN
Find MSISDN
IMSI,VLR
Paging MSISDN
Initiate Call| Connection S Connect to IMSlin__| ,
correct cell(VLR)
conversation conversation | ¢ conversation | | .
I I I I I

Figure 2.8: Global overview of mobile initiated call setup.
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{IMSI, TMSI} {IMSI < (TMSI,LAI)}
MS BSS MSC VLR

Connect to IMSI

,,,,,,,,,,,,,,,,,,

Page TMSI in LAI

Establish connection to qaller

Page [TMSI

Respond| to Page

authentication

Start Ciphering

Ciphering started

Initiate Call| Connection

conversation conversation

Figure 2.9: Global overview of mobile terminated call setup.

Trace 2.1: RR Paging Request

HEX 12_dataout_.Bbis:462 Format Bbis DATA
000: 25 06 21 00 05 f4 cl1 8c-— 45 ce 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

: 25 00100%+- Pseudo Length: 9

0

1: 06 O-———— Direction: From originating site
1: 06 -000-—-——- 0 TransactionlD

1: 06 ———-0110 Radio Resouce Management

2: 21 00100001 Paging Request Type 1

3: 00 —————— 00 Page Mode: Normal paging

5: f4 ————- 100 Type of identity: TMS/P-TMSI

6: ¢l ——————— ID(4/even): C18C45CE

A standard paging message transmitted on a special paging channel (R&H} a Paging Reque
Type 1, there are two other types, but they onl§ediin the number of MSs that can be paged in
message. The paging request contains the reason for the pagingdNberel paging”, which is th¢
standard reason for most pagings. Most importantly is the identity of the M\8Hizh the paging i
intended. In this case it is intended for the TMSI C18C45CE.

The type of channel that should be requested in a reply to this pagingasi@&hdin the fourth
octet. Gsmdecode, for some does not decode it correctly, but this partmage is for a SDCCH

channel.

one

U)r—\w



Chapter 3

The air-interface

The interface between a mobile phone and a base statidhidmlly called the Um-interface. It was
so named because it is a mobile equivalent to the U interface in ISDN. The tgrface is defined
as a full duplex interface with a separate frequency range for the u&lkphone to tower) and
downlink (tower to cell phone). These frequency bands are at arcentaimum distance from each
other to prevent interference.

Although the Um interface is defined as duplex, most cell phones ardeuttakend and receive
at the same time. They use a switch to toggle the antenna quickly between theittieemand the
receiver.

Usable frequencies are in short supply in our world. A lot of freqieshare already in use and
in every geographical location a frequency can only be used onaardér to service the many cell
phones that populate the world today, the GSM frequencies had to becmeaimically. For this end
GSM uses both Frequency Division Multiple Access (FDMA) and Time Diwvididultiple Access
(TDMA). The available frequency bands are divided in smaller frequehannels, FDMA, and each
frequency channel is divided among users to use at a designated timEEEbA.

This chapter will elaborate further on the workings of the Um interface.

3.1 On Frequencies

GSM started out with standard frequency bands, 890 - 915 MHz (uin&)935 - 956 MHz (down-
link). This system is now called GSM-900. However the popularity of GShted for a frequency
shortage. This first led to the definition of an Extended GSM band (E-GfB#ll)ater to the definition
of several other frequency bands (table 3.1). Of these bands the9B8N4 defined as the preferred
band and together with GSM-1800 the most commonly used in most parts of tlte ®arope, the
Middle East, Africa, Oceania, and the most of Asia use these bands. fiited$tates and Canada
use the GSM-850 and GSM-1900 bands. The GSM-450 and GSM-é8§0dncies where once de-
fined to make use of the radio spectrum reserved for the first cellulandtadies. At the time of
writing this thesis no provider seems to have a license to operate on theserfoezs [31].

3.1.1 FDMA

In a GSM network many cell phones can be transmitting at the same time. Intordeavent inter-
ference the GSM bands are split iffdrent frequency channels of 200kHz wide. These channels are
called carrier frequencies or carrier channels, and can be assmgd#@rent functions. This division

33
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Name Uplink (MHz) Downlink (MHZ) Qfset (MHz) Channel Numbers (ARFCN)
GSM-450 450.4-457.6 460.4-467.6 10 259-293
GSM-480 478.8-486.0 488.8-496.0 10 306-340
GSM-850 824.0-249.0 869-894.0 45 128-251
GSM-900 890.0-915.0 935.0-960.0 45 1-124
EGSM-900 880.0-915.0 925.0-960.0 45 975-1023, 0-124
GSM-1800 1710.0-1785.0 1805.0-1880.0 95 512-885
GSM-1900 1850.0-1910.0 1930.0-1990.0 80 512-810

Table 3.1: The GSM frequency bands

is referred to as Frequency Division Multiple Access (FDMA).

Each uplink carrier channel is linked to a single corresponding downkbmker channel by a
standard spectral fierence: the fiset, see table 3.1.

In order to communicate which carrier frequency will be used, the Absétaidio Frequency
Channel Number (ARFCN) is communicated. Given a frequency bancaam&RFCN the carrier
frequency can be computed. For instance for the GSM-900 this is:

8900 + 0.2 x ARFCN
F(up) + 45

F(up)
F(down

WhereF (up) calculates the uplink anéi(dowr) the downlink channel. As you can see both channels
always difer their dfset (45 MHz). Similar equations are defined for every GSM band. The las
column in table 3.1 shows the available ARFCNs per GSM band. Notice how dnerenly 124
channels in the GSM-900 band. With a spectrum of 25 MHz and a chamaithl @f 200 kHz, there is
room for 125 channels. However in GSM-900 the lowest channel i$ asa guard band to prevent
interference from other services. In practice this did not prove to béarola problem, so in EGSM-
900 this lowest channel is again used as a carrier channel (ARFCNLD) [

A single cell is defined by a BTS with up to 16 transceivers (section 2.2.agh Eransceiver
manages one ARFCN.

3.1.2 Frequency Hopping

Each carrier channel is influencedtdrently by local propagation conditions. Atmospheric noise,
interference, and multipath wave propagation amongst other things ce@ dstortions in signals of
specific, arbitrary frequencies; influencing only some of the carrianeéls. To even out the unpre-
dictable diferences in signal quality between carriers, GSM uses Slow Frequermyirtd) (SFH).
Some of the signals between the MS and the BTS, like the speech data, pabehoeen dier-
ent carriers. The ‘slow’ part of GSM’s frequency hopping is remtiSignals can hop to another
frequency at around every 4.615 ms. This is considered slow compamter frequency hopping
algorithms. The main reason to opt for a slower variant was to cut downeqgorite of MEs.

A BTS does not heed to use frequency hopping to correctly implement B&N,a BTS chooses
to use frequency hopping, a receiving ME needs to be able to follow theitg signal.
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GSM defines a hopping algorithm that produces the next carrier fnegugven the current Frame
Number (FN) (more on frames will be explained in section 4.1), a list of #agies to hop between
- the Mobile Allocation (MA)-, an @set - the Mobile Allocation Index fBset (MAIO) for different
MSs inside the same sequence - and the Hopping Sequence Number @8M)works as a seed for
the algorithm. The algorithm makes a permutation of the MA into a sequence etidisprder based
on the HSN and then uses the MAIO to shift the sequence accordinglysasdhe frame number to
decide the current index in this sequence [32].

Frequency hopping is initiated by the BTS which sends the MS all the requéneaineters (trace
3.1). Both sides then send their messages through the sequence of gaoiuced by the hopping
algorithm.

Frequency hopping was designed purely as a means to get a bettdl queality on the signals.
Though frequency hopping has recently proved to be a big problesafesdroppers. This problem
is further discussed in chapter 8.

3.2 Time Division Multiple Access

In GSM each of the carrier frequencies is divided into eight time sldisctvely creating eight new
logical channels out of one 'physical’. The time slots are labeled 0 to 7 adld is assigned to a
single user. This division of frequencies in the time domain is called Time Dividioitiple Access
(TDMA). In TDMA each user can only be assigned a single time slot in augaqy and so up to eight
users can make use of a single frequency. This leads to MEs ignoringo7 the eight time slots and
forming a channel from the time slots they do use (see figure 3.1).

Send by the BTS on a single frequency

|TSO|TSl|TSZ|TS3|TS4|TSS|TSG|TS7|TSO|T51|T52|TS3|TS4|TSS|TSS|TS7|

Received by a ME listening /7337 sl \
on logical channel 2

of the same frequency

e

Figure 3.1: Logical channel in TDMA for time slot 2

These time slots are also called bursts. Each burst lasts approximately$@6®they are the de
facto unit of time in GSM. The name ‘burst’ is derived from the bursty nabfiteansmission you get
because of the TDMA; when a BTS transmits only to a single user on a cemgneincy (ARFCN
see 3.1.1), transmissions on this frequency will occur (%rﬂy of the time.

Each ARFCN is divided into eight logical channels. There are sevguabtygf channels, that can
be divided into two groups: Tfac Channels (TCH), used for speech and data, and Control Channels
(CCH), used for network management messages and channel mairt¢msiks: These channels will
be discussed in more detail in section 4.2.
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Trace 3.1: Excerpt of an Immediate Assignment

000: 31 06 3f 00 52 fO ab 85 - ad e0 01 01 Of 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0: 31 001106-- Pseudo Length: 12

1: 06 O-———— Direction: From originating site

2: 3f 0-111111 RRimmediateAssignment

3: 00 ———0-——- This messages assighs a dedicated mode resource
4: 52 ————— 010 Timeslot number: 2

5. fO 11— Training seq. code : 7

5: f0 ———1-—— HoppingChannel

6: ab ........ Mobile Allocation Index Offset (MAIO) 2
6: ab —-101011 Hopping Seq. Number: 43

7: 85 106-———- Establishing Cause: Answer to paging
8: ad xxxxxxxx T T2/T3

9: el XXXXXXXX T1T2/T3

11: 01 00000001 Length of Mobile Allocation: 1

12: 0f ———-1-—— Mobile Allocation ARFCN #4

12: Of ————— 1-— Mobile Allocation ARFCN #3

12: Of ————— 1- Mobile Allocation ARFCN #2

12: Of ————— 1 Mobile Allocation ARFCN #1

This is a part of an immediate assignment message. Some parts that are estingeat this poin
have been removed. The full trace can be found in section 6.1

This message is used to assign a channel to the MS. It gives the MS a timeehsiodf ARFCN
numbers, the hopping sequence number and the MAIO. TWEZIT3 of octets 8 and 9 encode the
frame number, though this is not correctly decoded by gsmdecode.

—

There is also anothagffsetin GSM between the downlink and uplink, besides them being on
different frequencies. Thidiget is three bursts. What this means is that when a MS is assigned a time
slot (and each MS can only be assigned a single time slot), it will broadnabkeauplink frequency
and receive on the downlink frequency at that exact time slot. But the tinelstween uplink and
downlink differ exactly 3 bursts; anfiset. This leads to the MS broadcasting and receiving on the
same time slot, but not at the same time. This is exemplified in figure 3.2. ket teads to simpler
and cheaper MEs.

Uplink

® 01234.67 ©®

MS <—3 Bursts —> BTS

[« [ o ][]

Downlink

Figure 3.2: The fiset diference between downlink and uplink, where the MS is assigned to TS 5
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bursts

Figure 3.3: Schematic flow from audio to transmission and back

3.3 From speech to signal

Naturally, the main function of the GSM network is transmitting voice data froompho phone.
When someone speaks this generates an analog sound wave. Be&alise &digital system this
sound wave has to be transformed to a digital signal via an ADC. This slggraboes through several
processing stages before itis ready to be transmitted over the air to tlest®Ba6 using radio waves.
In order to send the signal, it ironically has to again be converted to angasigioal, this time using
a DAC.

The entire process from speech to signal and back is explained schedipatidigure 3.3. A mi-
crophone inside an ME receives sounds. These sounds are §issgtidrough a filter which removes
the frequencies not used in human speech. This filtered analog signehislitiitized by an ADC
leaving a digital representation of the analog signal. This digital signal isdbepressed with a
method known as regular pulse excited-long term prediction (RPE-LR®@).cbmpression is specif-
ically useful for human speech. The ADC generates a digital signal #kbps and the RPEPC
compresses this to 13 kbps, creating 260 bit blocks representing 20mdiof{33].

These 260 bit blocks are then divided among bursts. First some reantds are added to
the data blocks in order to detect, and if possible correct, transmissiais.eirbe data blocks are
then divided into smaller blocks and these blocks are rearranged in dicspeder, for protection
against multiple package losses. Then bursts are created from thelsg Blbe burst assembly step
is explained in more detail in section 4.4.

The ciphering step encrypts data packets with the current sessionnkkig discussed in more
detail in chapter 7. In the final step the packets are modulated to radio \waaegrocess called
Gaussian Minimum Shift Keying (GMSK) [34].

When a MS sends pure data and no speech then the same process takezgaat for the ADC
and speech encoding steps. The data is then provided in 260 bit bloéég dmectly into the burst
assembly block.

In figure 3.3 it looks as if the transmission step is an atomic step. However, it Ggiamp to note
that this is not the case; the burst packets are first picked up by the BiE®e they are decrypted,
disassembled and channel-decoded until the original digital signal is leftislsent up in the network
via the BSC to the serving MSC. The MSC routes the data to the serving MS@ cédhiving MS,
which sends the data on to the correct BTS. This BTS then recreatesrtis, lmncrypts them with
the session key of the receiving MS and then broadcasts the bursts ecédidng MS. MSs never
communicate directly with each other, but only via the GSM network.



Chapter 4

Um layer 1

This chapter will look further into the first layer of the Um-interface. Thielagorresponds with the
first layer of the OSI model and is responsible for the direct communicatibiisobetween a mobile
phone and a cell tower. It defines logical channels and bursts; theurds used to send information.
This layer is called the physical layer, which may be a misleading name sinceewallking about
wireless communication, but this does correspond with the OSI model. Th$echends with some
scenarios detailing communication between BTS and MS on the lowest layer.

This section only looks at the bits that are received or send by MSs aBd BITGSM. We will
not look further into the modulation and demodulation steps. Any experimeggalts shown here
use the GNURadio implementation of GMSK demodulation together with the USRP Gattmenu
implementation (both described in chapter 1) to transform the radio wavésiidachits. Anyone
interested in the GMSK (de)modulation is referred to [34] or the GNURadio im@heation [17].

4.1 Frames

Eight bursts compose a singldMA frame which lasts 4.615 ms (8 5769us). These TDMA
frames are grouped in multiframes. There aegfic channel multiframeand control channel mul-
tiframes Each trdéfic channel multiframe consists of 26 TDMA frames (120ms) and each control
channel multiframe consists of 51 TDMA frames (235.4ms). These multifraneesgain combined

to form superframes These superframes again come in two types, one for control chamietma

for traffic channels, conveniently named control channel superframes dinc¢reannel superframes,
respectively. Control channel superframes contain 26 controlnehanultiframes and tific super-
frames contain 51 tfAc multiframes. This means that both types of superframes last exactly the
same time: 5k 26 x 4.615ms= 611949ms. Finally there is Ayperframewhich consists of 2048
superframes, lasting 12,533.76s; nearly three and a half hours. @edtayne consists of 2,715,648
(26 x 51 x 2048) TDMA frames. These TDMA frames are numbered with a Frame Nugribe),
ranging from 0 to 2,715,647, according to their occurrence within therfngmee sequence [35].
These frame numbers have several uses, e.g. they are one of tirefgsaneeded in the encryption
algorithm. Figure 4.1 illustrates the relationship between all tiferdint frames discussed here.

Since the control and tfiac multiframes consist of fierent numbers of TDMA frames, their
durations are dierent, causing them to drift with respect to each other. They will symthecevery
superframe. This is a feature of GSM. Every 26th TDMA frame in fiitranultiframe is left idle so
a MS can scan the control frequencies. Because the numbers 26 arel&dprime, this idle TDMA

38
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Figure 4.1: Overview of all the frames used in GSM

frame will coincide with every other TDMA frame in the control multiframe oncéobe the entire
sequence synchronizes. So even during a conversation the MS hgsptivéunity to listen in on all
control signals, to e.g. measure the signal quality of a nearby BTS to ssthevta hand-over should
occur.

4.2 Channels

As we discussed in section 3.2, the frequency carriers available to GStivédied into logical chan-
nels. There are several types of defined channels that can beagsgigme of these logical channels,
each with a specific function. These types are usually divided betwestndC&hannels (CCH) or
signaling channels, and Titac Channels (TCH). The tfic channels contain almost all the user pay-
load data (speech, data), while the control channels transmit all signaedgd to let the network
function. An overview of all the channels can also be found in table 4.1.

Traffic Channels (TCH) Traffic channels are used to send speech and data to and from the user.
Speech is encoded to bits and send overfadrehannel. A TCH may either be fully used -Full Rate
TCH (TCH/F)- or split into two half-rate channels -Half Rate TCH (TEH. When split into two
half-rate channels, each of these can be assigned fteaetit user.

TCH channels are combined in the 26ffiamultiframes, in which 24 frames are actually used for
TCH frames.

Control Channels (CCH) The control, or signaling, channels refer to all channels that carry-info
mation needed for network management and channel maintenance. Tééea diferent channels
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Trace 4.1: Excerpts showing BTS identities

3: 32 12834 [0x3222] Cell identity

5: 02 204 Mobile Country Code (Netherlands)

6: f4 08f Mobile Network Code (KPN Telecom B.V.)

8: 11 4479 [0x117f] Local Area Code

3: 0f 3881 [0x0f29] Cell identity

5: 02 204 Mobile Country Code (Netherlands)

6: f4 04f Mobile Network Code (Vodafone Libertel N.V.)
8: 00 25 [0x0019] Local Area Code

system information type 3C trace can be seen on page 16.

This is an example of information that is transmitted on the BCCH channel of aBdiB parts
show the identity parameters from BTSs in Nijmegen. This information is the ondynivation an
attacker would need to act as a false base station, since the BTS is nihentmated to the MS.

The Local Area Codes, are the Location Area Code (LAC)s namedghuouu this thesis an
define an area within the MCC and Mobile Network Code (MNC). The provwide choose how to
number its location areas. As you can see in this example both providess difesent area codes
in the same geographical area. It is unknown if a table linking location dmdastual locations is
publicly available.

o

in this category, which are usually divided into three subcategories. rntragi to the names of the
actual channels, the names of the three subcategories are hardlysedanuhe GSM specification
and are added here only for completeness sake [36, 37].

Most control channels, except for the SACH and FACH channelgsarally only found in the 51
control multiframes.

This shows two parts of two fierent so called “system information type 3C” messages. An entire

Broadcast Channels (BCH) Used by a BTS to publish system parameters and synchronization in-

formation to MSs. These channels are continuously broadcasting fraifsite, so all these
channels are downlink only.

Broadcast Control Channel (BCCH) This channel contains system parameters needed to iden-

tify the network and gain access. These parameters include the LAC, i@ equen-
cies of neighboring cells, frequencies and time slots of other important ladieanels,
and access parameters. A MS also uses the BCCH broadcasts to detehicimd3WS
to connect to, by measuring signal strengths and error rates fittenattit BCCHs. BTSs
also broadcast a recommended transmit power level on this channel, samdtelp MSs
to select the most optimal BTS.

Frequency Correction Channel (FCCH) This channel is used by the MS to find BTSs. A
MS is always scanning its known beacon frequencies for FCCH clanii@e FCCH
generates a tone on the radio channel that is used by the mobile station tdtadpcsl
oscillator.

Synchronization Channel (SCH) On the SCH numbers are transmitted that allow a MS to
compute the current TDMA frame number (FN) for frame synchronizatibhe SCH
is always located after the FCCH on a beacon frequency. This chalswetransmits a
so called Base Station Identity Code (BSIC). This code’s name shouldentatkien to
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literally, it consists of 6 bits that can be used by the MS tedéentiate between nearby
BTSs broadcasting on the same frequency. The code does not stateutidédentity of a
cell.

Cell Broadcast Channel (CBCH) This is not really its own type of logical channel. It is used
to broadcast specific information to network subscribers; such as evettffic, sports,
stocks, etc. The CBCH uses the same physical channel as the SDQ@tér(idown in
this list).

Common Control Channels (CCCH) The CCCH defines a group of channels used for signaling
between the BTS and the MS and to request and grant access fibcaotraontrol channel. Of
these, only the RACH is an uplink channel, the PCH and AGCH are both ddwatiznnels.

Paging Channel (PCH) This channel is used to inform the MS of incomingfii@ The trdfic
could be a voice call, SMS, or some signaling messages. Typically an MS witiheo
uously listen on the PCH for incoming transmissions addressed to its IMS| &1.TM
message on the PCH contains the reason for the paging. If this reasanésmning call,
then this will usually cause a MS to warn its user of an incoming call; the mobilegohon
will ‘ring’. Because the PCH is often allocated on a single time slot in the dowtled
con frequency, MEs need only listen for incomingffiaa fraction of the time, saving
battery power.

Random Access Channel (RACH)This channel is used by a MS to request a channel on
which to send or receive tfigc or signaling information. When the MS initiates a commu-
nication, a message is transmitted on the RACH. When a MS receives a pagAGH
message will follow a message on the PCH. The RACH is a shared uplinkelhann

Access Grant Channel (AGCH) Typically a BTS will respond to a message on the RACH
with a message on the AGCH, granting a MS a certain channel (ARFCN)mMdgsage
both acknowledges the reception of a RACH message and answers it wiinaet to
use.

The RACH is usually allotted time slot zero of the uplink beacon frequencytten&@CH and
AGCH usually use time slot zero of the downlink beacon frequency aticéntarvals (remem-

ber that due to theftset between the downlink and uplink, the time slots zero do not coincide).
However more PCHs can be allocated in other frequencies if heafiic timto be expected.
The exact frequencies (ARFCNSs) and time slots are communicated via thel B@Ssages.

Dedicated Control Channels (DCCH) These are the point-to-point signhaling channels used for call-
setup, handovers, location updates and other management tasks.

Standalone Dedicated Control Channel (SDCCH)The SDCCH channels are mostly used
for call-setup, location updates and SMS. A channel grant message AGHBH will usu-
ally assign a SDCCH channel to a MS. On the SDCCH, messages are gadtHziween
MS and BTS that take care of identification and authentication of the MS, tregiag of
the cryptography and assignment of dlicachannel, when handling a call-setup. Short
Message Service (SMS) messages are send directly via an appoint€&HSBMen the
business to perform is over, a channel release message can beveetitedcSDCCH to
free it for a new assignment.
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Slow Associated Control Channel (SACCH)A SACCH channel is always assigned and used
with a TCH or SDCCH channel. The SACCH carries information for optimabragera-
tions like synchronization commands and channel measurements. The Si8Q&8lally
transmitted on frame 12 of the 26 fii@ channel multiframe, and is therefore considered
‘slow.” Data must be transmitted continuously on the defined SACCH time slataube
reception of the SACCH messages is taken as proof of the continuing edstérthe
‘physical’ radio connection. Because this channel does not use fthie tiaannels for its
communication - it uses the same frequency, but does not use TCH btivstSACCH is
also called “out band signaling”.

Fast Associated Control Channel (FACCH) The FACCH is always paired with a fifec chan-
nel (TCH). The FACCH information can actually ‘steal’ TCH bursts (or fa@lfH bursts)
to transmit information. To this end TCH bursts actually have ‘stealing bits’ itdica
ing whether this package contains data or signaling information (see secsjpnThe
FACCH is used for urgent (unscheduled) signaling like call disconreaishandovers.
When a new call is established, the first communication on tHectiighannel (TCH) is
actually FACCH tr&fic. The FACCH packages actually replace TCH data, so the use of
FACCH signaling degrades the conversation quality. Therefore thetind af up to one
out of six speech bursts that may be stolen by the FACCH. The FACCH resaguch
higher data rate than the SACCH and is therefore considered fast. $eettesFACCH
uses bursts reserved for a TCH channel it is also called “in band sighalin

The SDCCH is called stand-alone, because it is not linked to any othemehamlike the other
two dedicated control channels, which are sometimes collectively refesrad Associated
Control Channels (ACCH).

4.2.1 Channel combinations

Every logical channel described here can be allocated to its own ARHONever that would be
highly uneconomical since a lot of these channels are not used oftegtetmwarrant them hogging
%th of a frequency continuously. In fact most of these logical chanheliesan ARFCN. This practice
is standardized into several often occurring sequences.

As was explained earlier in section 2.2.1, each BTS has a certain beacpreificy. Time slot
0 of this beacon frequency is always reserved for control chanrelgrinciple the layout of this
logical channel can be decided by the operator, as long as at leag&t@t¢ i5 present on this channel,
directly followed by an SCH. However in practice nearly all operatorsnseekeep to the advised
layout shown in figure 4.2. Notice that the use of CCCH in this figure pointset@ategory of the
PCH, RACH and AGCH channels, and is used here to mean either PCH oHA&ce RACH is
only present on the uplink frequency).

When auxiliary channels are used for control channels, their layodites diferent. They con-
tain a subset of the BCCH, CCCH, SDCCH and SACCH channels.

Figure 4.2 shows a possible layout of all time slots within one ARFCN. It cositavo control
channel 51-multiframes on time slots 0 and 1. Time slots 2 to 7 contain tfie thannels and some
SACH messages in the 26-multiframes. Remember that these channels asedtsaguentially on
the same frequency. The numbered SACH messages in time slot 1 codesjlorihe numbered
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TDMA frame [ TSO TS1 | TS2-TS7] TDMA frame ]| TSO TS1 [ TS2-TS7
0 FCCH TCH 26 TCH
1 SCH | <pccHolTCH 27 cccH SDeCH e en
2 TCH 28 TCH
3 TCH 29 TCH
4 BCCH TCH 30 Feen | SPCCH 7 en
5 TCH 31 SCH TCH
6 SPCCHL e 32 TCH
7 TCH 33 TCH
8 CCCH TCH 34 CCCH | SACCHO =<1
9 TCH 35 TCH
10 Feer | SPCCH 2 Ten 36 TCH
11 SCH TCH 37 TCH
12 SACCH 38 CCCH | SACCH L sacen
13 TCH 39 TCH
14 CCCH | SDCCH3 —+ep 40 FCCH TCH
15 TCH 41 SCH TCH
16 TCH 42 SACCH 2 en
17 TCH 43 TCH
18 CCCH | SDCCH 4 =1 iz CCCH ToH
19 TCH 45 TCH
20 FCCH TCH 46 SACCH 3 en
21 SCH TCH 47 TCH
55 SDCCH 5| —=—<my 18 CCCH
23 cccH TCH 49
24 SpcCH 6 TCH 50
25 __IDLE 0 | FCCH | SDCCH 8

Figure 4.2: Possible channel layout for a single frequency.

SDCCH messages. Since only one SACCH message is needed for eve3{D@¥oH messages the
shown multi frame only transports SACCH 0 to 3, the next multiframe would costa®H 4 to 7.

The unnumbered SACH messages in time slots 2 to 7 correspond toffte26amultiframe they
are transported on.

4.3 Bursttypes

GSM uses Gaussian Minimum Shift Keying (GMSK) as its modulation method. Ghiskides a
modulation rate of 270.833 j& The duration of a single burst is 5769 So the amount of bits that
can be transmitted in one burst equals nearly 156.25 bits.

There are five dferent kinds of bursts that are send over the channels [36, 38]. drneahburst
is the main burst type used for most communications. These five burstsiftavert structures which
allows for some dterentiation, but the dierent types of bursts are mostly recognized because most
bursts are only used on a single, specific logical channel. All five of thistd will be explored in
more detail here and are shown in figure 4.3 and table 4.1.

Normal Burst. The normal burst carries speech or data information. When the bugshison
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a TCH it contains speech or FACCH data, when it is transmitted on a contanineh it contains
signaling information. The structure of the normal burst is shown in figLB&}

MSs can be at dierent distances from a BTS. The further away a MS is from a BTS the more
transmission delays will cause their bursts to move out of their time slots. Tergreverlapping

and interference from other transmissions in other time slots every bigstdweard periodat the

end. The normal burst has 8.25 bits of guard period. The quarter lBrerhight raise eyebrows, but
remember that we are talking about periods in which to send these bits,ns@fery normal burst
transmission the period it takes to transmit 8.25 bits are ignored.

All bursts also haveail bits at the beginning and end of every transmission. These tail bits are
also ignored. The starting tail bits are used to compensate for the time it talesaiiter to reach
the peak of its power, and the ending tail bits for the time it takes the transmittewer gown.

The normal burst contains two data payloads of 57 bits eacluatsebits In a fullrate TCH both
payloads are used for the same conversation,on a halfrate TCH edohgdaglongs to a dierent
conversation or a FACCH message.

Thestealing bitandicate whether the corresponding data bits contain voice data (wheri@gt to
or if the FACCH channel has ‘stolen’ it for signaling information (whentegt.").

Finally thetraining sequencés a predefined, known, sequence of bits which can be used by an
equalizer to reduce interference between symbols caused by multipatigptimm. There are eight
defined training sequences in GSM. The MS is informed which training sequeill be used by
a Training Sequence Code (TSC), a code consisting of three bits thatpam of the Base Station
Identity Code (BSIC) which is sent on the SCH.

Frequency Correction Burst The frequency correction burst (figure 4.3(b)) is used for fraque
synchronization of an MS. The sending of frequency correctiont®unakes up the FCCH channel.
A frequency correction burst contains the standard guard time and taiThiés142fixed bitscontain
a standard modulated signal of only ‘0’s. This allows a MS to find the beftegnency of the BTS
and adjust its oscillator to maximize reception.

Dummy Burst The dummy burst looks exactly like a frequency correction burst. It is osbd
when a burst is expected but no information needs to be transmitted, likeAG@+Hs The fixed bits
of a dummy burst can be all zeros, or the middle 26 bits can contain a trairgogrsee like in the
normal burst. In a dummy burst the fixed bits are often referred toixsd bits

Synchronization Burst A synchronization burst again has the same tail bits and guard period
as the previous bursts. It has two data payloads of 39 bits which contairDikié& frame number
(FN) and the Base Station Identity Code (BSIC). A synchronization lalsstcontains aextended
training sequencewhich has the same function as the training sequence in the normal buyst, on
some bits longer (totaling to 64 bits) and there exists only one defined ext&agi@dg sequence.
Synchronization bursts are send on the SCH and are used to synehttomilzlS’s time with that of
the BTS.

Access BurstAccess bursts can only be sent by the MS and are only sent on the Raub@ss
Channel (RACH). The access burst is also the only burst type tha diierent guard period and
starting tail bits. Both are longer than in the other bursts.

The modulated signal from a MS needs to cross the distance between ME 8navhich takes
time. This might cause bursts to arrive outside of their burst period; a timiag.deSM compensates
for this by having the Base Station Subsystem (BSS) compute a timing advath@ssigning it to
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an MS. The MS then sends its bursts delayed according to the timing adveusiagthem to arrive
on time at the BTS. The first time a MS tries to transmit to a new BTS, it doesni lamy timing
advance, so the chances of this message arriving outside of its bt pee much larger. This
first message is an access burst sent on the RACH. To preventiaterefrom diferent MSs using
the RACH channel, the bursts on this channel have the much larger gedod ((68.25 bits) and
starting tail bits (8 bits). Theynchronization sequenéea known sequence of bits used by the BTS
to compute the timing advance. The data payload of 36 bits contains the rédpié4$ makes, and
will usually result in the assignment of a Standalone Dedicated Controlfeh#8DCCH) on the
Access Grant Channel (AGCH) by a normal burst.

3 57 1 26 1 57 3 8.25
Tail Data Stealing  Training Stealing Data Tail Guard
bits bits bit Sequence bit bits bits  period

(a) a normal burst

3 142 3 8.25
Tail Fixed bits Tail  Guard
bits bits  period

(b) a frequency correction or dummy burst

3 39 64 39 3 8.25
Tail Data Extended Training Data Tail  Guard
bits bits Sequence bits bits  period

(c) a synchronization burst

8 41 36 3 68.25
Tail Synchronization Data Tail Guard period
bits Sequence bits bits

(d) an access burst

Figure 4.3: Overview of the layout of filerent burst structures

4.4 Burst assembly and channel encoding

In section 3.3 we saw an overview of the steps that data in a phone goeghtivefore it is transmit-
ted as a burst. Some details were left out in that section that we will look in& her

Control frames are always 184 bits in size, speech frames are 260dditse bhey are channel
encoded. After all encoding steps both frames end up being transmitt&® dstg, including all the
redundancy bits. This means they are transmitted in four (using both 5A/wgpis) or eighth (using
one payload) bursts.

The burst assembly step of figure 3.3 is decomposed in figure 4.4. Tiheviirsteps together are
often called the channel encoding step, and they add redundancy bitsdatth

When speech data is concerned the block encoding step divides thetddtaée classes accord-
ing to function and importance. As you may imagine in the encoding of soundsasome bits can
be more important to recreate a somewhat identical sound wave then ditid¢he 260 bits of data
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Acronym Full name Up down burst types
TCH Traffic Channels
TCH/FS  Full Rate TCH unicast ygownlink normal
TCHHS Half Rate TCH unicast ygownlink normal
BCH Broadcast Channels
BCCH Broadcast Control Channel multicast downlink normal
FCCH Frequency Correction Channel multicast downlink  frequenagction
SCH Synchronization Channel multicast downlink synchronization
CBCH Cell Broadcast Channel narrowcast downlink normal
CCCH Common Control Channels
PCH Paging Channel unicast downlink normal
RACH Random Access Channel shared uplink access
AGCH Access Grant Channel unicast downlink normal
DCCH Dedicated Control Channels
SDCCH  Standalone Dedicated Control Channel unicastanmlink normal
SACCH  Slow Associated Control Channel unicastdapvnlink normal
FACCH  Fast Associated Control Channel unicagtdopnlink normal

Table 4.1: Summary of all channels with the burst types that are send ever th
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Figure 4.4: Decomposition of the burst assembly block shown in figure 3.3

50 bits are assigned to class la, 132 bits to class Ib and the remaining 78 liétssdlcThe class la
bits are then protected by a cyclic code resulting in a 3 parity bits that are atlttee end of the class
la bits. Four ‘0’ bits are added after the class Ib bits en the resulting 26{G0itdass la+ 3 parity +
132 class Ib+ 4 zeros+ 78 class Il) are send to the convolution encoder. There only the claiss | b
are protected with a convolution encoder that encodes every bit with twalbiibling the number of
class | bits from 189 to 378 bits. The convolution encoder computes exdandancy bit out of five
consecutive bits, which is the reason for adding the four zeros at thefehe block encoding step.
The resulting data is now a packet of 456 bits (378 class | and 78 claskitih still encodes 20 ms

of audio.

Signaling information that will be transmitted via normal bursts can not be dhiitte the three
importance classes and it arrives in blocks of 184 bits. In the block é@mg@d40 bits fire code is
computed over the input and added to them together with four zero bitse$hking 288 bits (184
40+ 4) are then doubled through the same convolution encoding as speegoeéstarough resulting

in 456 bits.

For the RACH, FCCH and SCH data this entire burst assembly step doepplgt(they are
transmitted via dferent bursts). The exact channel encoding steps for everyigabbzbit of data is
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defined in [38].

The 456 bits resulting from the channel encoding are divided into sulkdloic57 bits by the
following formula:

bit(i, j) = 64 + 57j (mod 456)

This formula shows with which bit in the original 456 bit block thk bit of the jth sub block
corresponds. So bits 0-5 of the sixth sub block are 342, 406, 14,d/84hof the original sequence.
The resulting sub blocks are then interleaved.

If this is signaling information then the data will end up spread out over fonsecutive normal
bursts by putting the first four sub blocks in the even numbered bits andstifela sub blocks in the
odd numbered bits of the two 57 bit payloads per burst.

If this is speech data then the first four sub blocks are put in the evenaraechbits of the payloads
of four consecutive bursts and the last four sub blocks are put inddenombered bits of theext
four consecutive bursts. So each speech block is smeared ouigivebb@rsts and each burst contains
two times 57 alternating data bits from twdidrent speech blocks.

456 bits 456 bits

| Signaling data block | Speech data block A Speech data block B Speech data block C -+

JEO00R00 000w @Q,DDD

T 1l el el el e
<«——57 bits ——> <«— 57 bits —>

<«— A single normal burst —— > <«—— A single normal burst second normal burst——»
(a) Interleaving for signaling data (b) Interleaving for speech

Figure 4.5: Interleaving

All this reordering and interleaving is done to strengthen the error dareclransmission errors
become less concentrated and this significantly increases the chaneeswafring the original data
when errors occur. Even when entire bursts disappear. The lbaatton step then adds the tail bits,

stealing bits and training sequence to every two 57 bit blocks to create thehlursts we know
from figure 4.3(a)

4.5 Scenarios

In this section the usage of channels is illustrated by some scenarios. Eiisitilil steps during
a sign-on are discussed. Then we will look at the requests and assignfoeichannels, which
is necessary every time a MS and BTS want to communicate. Finally the thredlpashannel
assignments for a Mobile Originating Call (MOC) - the steps between BTS a@@dvikken a MS
initiates a call - are discussed.

These scenarios are often illustrated using message sequence charésthe arrows are labeled
with message, preceded by the logical channel they travel on in capitals.
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4.5.1 Signon

The first basic steps of a sign on procedure occur only at the time a mobitevisrggd on, during
hand-overs, or when a mobile leaves an area that has nho GSM covanaighus enters the reach of
a BTS. These basic steps are the following:

1. Scan the known list of beacon frequencies for the occurrencé&efjaency correction burst.

2. When found, capture the next burst on this time slot in this frequenraghwwill always be a
synchronization burst.

3. Use the training sequence in the synchronization burst to fine tune tedberbfrequency, and
set the TDMA frame number according to the one in the synchronizatiot burs

4. Start listening on the Broadcast Control Channel (BCCH) charméiie frequency to gather
system information.

5. Use the system information to tune to the RACH and AGCH, and send assdnaest.
6. Listen to the AGCH for a response. Repeat steps 5 and 6 until a cohtmohel is assigned.

A MS can encounter multiple BTSs transmitting on the beacon frequencies dMssBovider. It
will then order these by reception quality and connect to the one with thedmegition. The eventual
response on the AGCH will contain a ARFCN number and time-slot, to which theavi3une. This
ARFCN + time-slot will be a reserved SDCCH for this MS, on which authentication (asig&ed in
sections 2.5.1 and 7.1) can take place.

4.5.2 Channel setup

TMSI TMSI
MS Network
. PCH: paging TMSI |

RACH: request control channel
AGCH: assign ARFCN and time-slot

Tune to ARFCN |
SDCCH/FCCH: service request

Figure 4.6: Generic channel reqyassignment.

Figure 4.6 shows the generic way for a MS to get a control or voice @ a@onnection from the
BTS. In this channel setup a MS is already linked to a BTS as was discabsgd. Channel setup
precedes most scenarios, because it assigns a control or voiaeethanhe MS. These assigned
channels are needed for dedicated signaling between the MS and BTf8r eugthentication or call
establishment.
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The first dashed arrow in this diagram shows a possible message orgihg phannel. If this
message occurs, then the channel setup is initiated by the network, eagsédkere is an incoming
voice call for the subscriber (MTC). If the dashed arrow is ignoreel) thhe diagram shows a channel
setup initiated by the MS, e.g. to perform a location update. Who ever initiateh#mnel setup, all
the messages besides the “paging message” remain the same.

The “request control channel” message contains the reason forqhestg(e.g. answering page)
and the type of channel requested. The RACH channel is a free fohatinel where all MSs in
the neighborhood can transmit an access burst on. This can cdlgserdiaccess bursts to collide.
Therefore every MS will wait a random time until it retransmits the access.bur

At some point the access burst will be received correctly and a respaitl be transmitted on
the AGCH channel. Because the AGCH is also a general broadcastethtis response contains an
identifier linking this response to the original request. The MS recognizés$his response is meant
for him and tunes to the ARFCN and time-slot mentioned in the response. Orh#nseal further
communication can happen to achieve the goal for which the channel satupitiated.

4.5.3 Mobile Originated Call (MOC)

When making a call the MS and BTS first go through the standard chagtogl as discussed above.
This section shows the signaling to setup a MOC. The signaling for a mobile teeaicall (MTC)
is so similar, that we will not discuss it here.

Figure 4.7 shows threeftierent possibilities for a MOC call setup. Thefdrences between these
possibilities lie in the moment at which a fii@ channel is assigned to the MS. All three figures
incorporate the general channel assignment described above &gihaibhg. They omit the paging
message, because they describe an MOC. An MTC would start with a pagsgage from the BTS.

These scenarios also omit authentication. Authentication will often happectigiafter sign-on
and can be skipped during MOC. Although a network can always chodseve the MS authenticate
itself. In these scenarios this would occur between the “call request*séaid ciphering” messages.
Authentication is discussed in more detail in sections 2.5.1 and 7.1.

The first is called “Very early assignment” and is detailed in figure 4.7(adreHhe network
responds by immediately assigning affiachannel (Tr&ic Channels (TCH)) to the MS. Remem-
ber that the triiic channel is also used as a Fast Associated Control Channel (FAG@Hpel, by
replacing the tric payload with signaling information.

After assignment the tfic channel is first used as FACCH signaling channel, to exchange the sig-
naling necessary for call initiation. The “call request” message from t8esignals the network that
call establishment should begin. If the network supports ciphering, fplering is now negotiated,
possibly preceded by authentication. Then the MS signals the number itswishball (MSISDN) to
the network. The “call proceeding” message from the network acts askamowledgment that a call
connection is being initiated. At this point the display on the ME should showctikng is being
initiated. The “alert” message from the network carries the ringing tone,atidg the waiting for
the other side to pick up (trace 4.3). When the other side does so, thectionris finalized via the
“connect” and corresponding “connect ack” message which willethus MS to consider the FACCH
channel as a pure TCH channel on which the conversation can tale plac

Very early assignment is not veryfigient with precious tréic channel resources. A call could be
aborted after the initial assignment, e.g. because the MS fails authenticatiba,receiving MS can
not be found. Then for some time theftia channel has been unnecessarily in use. Typicaljid¢ra
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Figure 4.7: Channel assignment for Mobile Originated Call (MOC)
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channels are more precious in a network than stand-alone signalingethiann

Early assignment éliers by first assigning a SDCCH channel for the initial steps in the callset-u
It does require the MS to tune to an ARFCN twice, but if the call is aborted imttia phase, then no
traffic channel was reserved needlessly. The extra channel assignkenplace between the “call
proceeding” message and the “alert” message. Besides the extra Ichssigament and the initial
steps taking place on the SDCCH the early assignment is identical to the vigrapgsignment.

Early assignment is mordfiient with trafic channels than very early assignment. However if the
callee takes a long time to answer the call, or if he doesn’t answer the chlitaea early assignment
isn’t much more #icient.

Late assignment is in many ways identical to early assignment, accept thaiflivectiannel is
only established when the callee picks up the call.

This is of course most resourcéieient, but it does have a few troublesome siffeas. Firstly
the ringing tone of the alert message has to be generated by the MS, d#uangsis not yet a traf-
fic channel to transmit this on. Most MSs generate a tone of continentapEan taste, which will
sound confusing to subscribers outside of continental Europe, likeiBriBut secondly and most
importantly the tréfic channel assignment can cause a post-pick-up delay, potentially svgjlthve
first few syllables of the conversation [39].

During this research only early assignment was encountered as c@lmetedure. It is com-
monly assumed that early assignment is the preferred method for mostqrofa8, 27].

Trace 4.2: CC Call Proceeding

HEX 12 _dataout_.B:194 Format B DATA (down)
000: 03 62 09 83 02 2b 2b 2b- 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b
0: 03 ————— 1 Extended Address: 1 octet long
0. 03 ———— 1- C/R: Command
0: 03 ——-000-- SAPI: RR, MM and CC
0: 03 -00-———- Link Protocol Disciminator: GSM (not Cell Broadcasting)
1: 62 ———— 0 Information Frame
1: 62 ——-001- N(S), Sequence counter: 1
1. 62 ——-0—-P
1: 62 01%———— N(R), Retransmission counter: 3
2: 09 ———— 1 EL, Extended Length: y
2: 09 ———— 0- M, segmentation: N
2: 09 000016-- Length: 2
3: 83 k———- Direction: To originating site
3: 83 -000-——- 0 TransactionlID
3: 83 ———-0011 Call control. call related SS messages
4: 02 0-—————- Send Sequence Number: 0
4: 02 --000010 Call Proceesing

The CC Call Proceeding message lets the MS know that the requested s@iédm accepted by
the network. Which means the MS is authenticated and allowed to make the callprdvided
MSISDN number was also a correct number. In the mean time the network igyatepto establish
a connection to the other phone.
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Trace 4.3: CC Alerting

HEX [2_data out_.B:296 Format Bbis (RR, MM or CC)
000: 83 01 1c 10 al Oe 02 01- 00 02 01 10 30 06 81 01
001: 28 84 01 07 1e 02 ea 88

83 F———— Direction: To originating site
83 -000-—-- 0 TransactionlD
83 ———-0011 Call control. call related SS messages
01 00-———— Send Sequence Number: 0

01 —--000001 Call Alerting
1c XXOOKXXX UNKNOWN DATA (22 bytes)
1c YYYYYYYY REST OCTETS (22)

NNFRPPFPOOO

This message shows the MS that the receiving phone is being contaatedtdins the ringing ton

the subscriber hears while the called party has not yet picked up theiepho

D



Chapter 5

Um layer 2

This chapter will look further into the second layer of the Um protocol. t&yes also called the
data link layer and more or less coincides with the data link layer of the OSI mdtiel signaling
protocol used on the data link layer is called LAPDm. It is a slightly modified versfahe Link
Access Protocol on the D channel (LAPD) protocol, which is used witBIDN systems and on the
Abis interface (connecting the BTS with a BSC, section 2.4). Both protoceldgerived from, and
strongly resemble, the High level Data Link Control (HDLC) protocol [40]

As we saw in chapter 4 both control signals and speech data are senhewgm interface in
bursts. The data link layer is only defined for the signaling channels,andhé& speech channels
(TCHs). In the case of speech packets, eight consecutive burgtrtcone speech frame (and two
halves) of 20ms of audio. These bursts contain no further headetber meta information, only
speech data. During a phone conversation, thidran the dedicated TCH channel needs no meta
information in order to be reconstructed correctly at the receiving ene combination of the TDMA
conventions and the redundancy encoded into the bursts are enoutgiute this under most circum-
stances.

5.1 Layer 2 control frames

All frames on the second layer consist of 23 bytes, usually named octetsaW/in section 4.4 that
control frames are processed for transmission in blocks of 184 bitshvaeinieceventually transmitted
using 4 bursts. So one frame consists of /B4 23 octets.

Signaling frames can be sent through the data link layer in two med&spwledge@dndunac-
knowledged In acknowledged mode, data is sent in Information (1) frames, whichigegositive
acknowledgment, error protection through retransmission and flow ¢oAtrknowledged mode can
only be used on the Dedicated Control Channels (DCCH) channelsatkonowledged mode, data is
sent in Unnumbered Information (Ul) frames. There is no flow controlne there acknowledgments
or layer 2 error protections. Unacknowledged mode is always usedeoBGICH, Paging Channel
(PCH) and AGCH. The RACH channel uses neither modes. Becauseitassed by multiple MSs
it can not be protected through reservation of channel or timeslot.

Figure 5.1 shows generic layer 2 frames for acknowledged operatidiesi ¢the A and B type.
The, not shown, Bbis type consists of purely 23 octets of information bitéchwis only used in
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Bit nr: Bit nr:

8 7 6 5 4 3 2 1 8 7 6 5 4 3 2 1

Octet nr: 7 Octet nr: 7

: Adress field : : Adress field
k! : k!

k+1 Control field k+1 Control field

k+2 . k+2 .

. Length field ! . Length field

n;. : n;

n+1 . n+1l I I

Information field

Fill bits E : :

: vl |

N+1 I |

. : Fill bits :

N201+n N201+n | |
(a) A-type frame (b) B-type frame

Figure 5.1: General layer 2 frames, used in acknowledged mode.

unacknowledged mode. There are more frame types, but the A, B andypleis are most used
and most interesting in the context of decoding GSM signals. All frame defisittan be found in
[41, 42]. The A-type frame is sent in acknowledged mode as a fill framenwle payload is available
on an active connection, the B-type frame transmits actual signaling data.

The numbering and naming in figure 5.1 are consistent with the ETSI docutmerig?]. The
first bit received is the least significant bit of the first octet; the bit nunedbé of octet 1 in the figure.
The N201 variable represents the size of the information field in octets.

The I-frames, used for acknowledged operation, distinguish themdetradJI-frames by their
header. This header contains an address field, which may consi# of eaveral octets. However for
the current GSM standard this field never surpasses the length of taie Diee control field always
consists of a single octet and is used for the acknowledged operatioasergth field resembles the
address field in that it is defined as spanning one or several octeis,tiietcurrent GSM standard it
never uses more than a single octet. These three header fields areismoone detail in figures 5.2
t0 5.4.

After the header zero or more information octets follow, which can be gasséo the third layer
of the Um protocol. These are often called Information Element (IE)s.n&nee IE will return when
we are talking about the third layer of the Um protocol, there they also dasignformation bits.
However in the context of the third layer IEs define a variable number ofnmdtion bits, while in
layer two they always point to octets of information bits. The maximum numbeE®fid named
N201 in the ETSI documentation [42]. The N201 value is coded in the lendth fldne maximum
number of IEs present in a layer 2 framéeis per logical channel and are shown in table 5.1. A Bbis
frame consists only of information octets, and the presence of informattetsanake the dierence
between the A and B type frames.

Finally if a layer 2 frame has not yet reached a length of 23 octets it is filled ajfitopriately
named fill bits. An octet of fill bits is always coded as ‘00101011’ whemt &y the network. The
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spare
(=0) (

I —

oo
S0
m
>

) SAPI C/R

Figure 5.2: Layer 2 address field format

same coding, together with ‘11111111’ are used as fill bits when sentebii$h The ‘00101011
encodes the string “2B”.

Table 5.1: Logical channels and the maximum length of the LAPDm informatitth fie

Logical channel N201

SACCH 18 octets
SDCCH, FACCH 20 octets
BCCH, AGCH, PCH 23 octets

5.2 The I-frame header

The A and B type frames shown in figure 5.1 are used as | frames. Ttzler® the address, control
and length fields, are the interesting parts, setting them apart from Uldrarhe possible information
field is sent up to the third layer of the Um-protocol.

5.2.1 The Address field

The address field is so named, because the combination of SAPI and theekcba which a frame is
received identifies the ‘address’ of the third layer service primitive to wttie information bits need
to be forwarded. It should not be confused with the addressing &Bgas to the correct agent, which
is entirely decided by the geographical location, used frequency andstoheThe address field is
shown in figure 5.2.

The address field consists of:

e the address field extension (EA) bit;

e the Command Response (R) bit;

¢ the Service Access Point Identifier (SAPI);
¢ the Link Protocol Discriminator (LPD);

e and a spare bit.

For the Link Protocol Discriminator (LPD) field only the combination “0 0” sliboccur within
control frames on the Um interface.

The Service Access Point Identifier (SAPI), consists of three bits, canittake the values 0 to
7. Currently only two values are defined; 0 (“000”) for all control gsipnand 3 (“011") for sms



CHAPTER 5. UM LAYER 2 56

messages. the other six values are reserved for future standardiZedlda 5.2 shows the possible
modes for diferent SAPIs on dierent channels. It shows, amongst other things, that SMS messages
are always sent in acknowledged mode. The channels that only supmknowledged mode, do

not use frames with an address field, but they do not need to know thie SAP

The Command Response (R) bit identifies a frame as either a command or a response. Table
5.3 shows the possible meanings of th @it given the direction within the Um interface, of the
frame.

The address field extension (EA) bit can be used to extend the size afdfresa field with another
octet. When the EA bit is set to ‘0’ it indicates that the address field exteniti tiwllowing octet,
when it is set to ‘1’ it indicates that this is the final octet of the address fieldrently in the GSM
system no layer 2 frames are sent with an address field spanning moknthantet, so for all intent
and purposes this bit will always be setto ‘1’

The spare bit is, as the name suggests, currently unused in the GSMobrd&tendard this bit
is set to ‘0’, however if a receiving entity finds this bit set to ‘1’ it shouichgly disregard it without
yielding an error.

Table 5.2: Mode of operation and allowed SAPIs

Type of channel SARI0 SAPE3
BCCH Unacknowledged Not supported
CCCH Unacknowledged Not supported
SDCCH Unacknowledged and Acknowledged Acknowledged
SACCH associated with SDCCH Unacknowledged Not supported
SACCH associated with TCH Unacknowledged Acknowledged
FACCH Unacknowledged and Acknowledged Not supported

Table 5.3: ¢R field bit usage

Type Direction (R value

Command BS - MS L
MS — BS 0
BS - MS 0
Respond /e, Bs 1

5.2.2 The control field

The control field, which is detailed in figure 5.3, can have several coitmos For further under-
standing of this control field another set of, regrettably confusingtiiiens (and thus more acronyms)
need to be introduced. The control field can be transmitted in three formats:

¢ the Information transfer format (I format); not to be confused with therimfation (1) definition,
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8 7 6 5 4 3 2 1
N(R) P N(S) 0

(a) I format
N(R) P/F S S 0 1

(b) S format

u u U P/F u u 1 1

(c) U format

Figure 5.3: Layer 2 control field format

is used to perform an information transfer between layer 3 entities, withositknowledg-
ment.

e The Supervisory format (S format); is used for layer 2 supervisongrobfunctions, such as:
acknowledge | frames, request retransmission of | frames and temjtE®porary suspension
of | frame transmissions.

e The Unnumbered format (U format); not to be confused with the Unnurdblefermation
(UI) definition, is used to provide additional data link control functions andcknowledged
information transfers.

As figure 5.3 shows, theseffirent formats contain several fields:

¢ the Send sequence Number (N(S)) field; this is only send by | format frame encodes the
send sequence number of the current frame modulo 8.

e The Receive sequence Number (N(R)) field; this is send by | and S fdraraes and en-
codes theexpectedsend sequence number of the next received frame modulo 8. It pbsitive
acknowledges receiving all | format frames up to and including N(R)-1.

e The PollFinal bit (FF) bit; is send by all frames and functions either as a Poll bit when send in
a command frame, or as a Final bit when send in a response frame. A st bit‘1’ triggers
the creation of a response frame (either S or U formatted) in the receintitg with the final
bit set to ‘1’.

e The Supervisory function (S) and Unnumbered function (U) bits encettain command mes-
sages likeeceive ready command (RB)disconnect command (DISO)he definition of these
commands can be found in [42].

Because the N(S) and N(R) fields are encoded modulo 8, the maximum nofingistanding
unacknowledged frames is seven. However the GSM specification limits thisnonaxnumber to
one in almost all cases. This increases the need for the A-type frameslontot transport any layer
3 information, but can serve to acknowledge the reception of frames.
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Trace 5.1: CC Call Connect

HEX |2 _data out_.B:194 Format B DATA (down)
000: 03 24 09 83 07 2b 2b 2b- 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b
0: 03 ————— 1 Extended Address: 1 octet long
0. 03 ———— 1- C/R: Command
0: 03 ——-000-- SAPI: RR, WM and CC
0: 03 -00-———- Link Protocol Disciminator: GSM (not Cell Broadcasting)
1. 24 ———— 0 Information Frame
1: 24 ———-010- N(S), Sequence counter: 2
1: 24 ——0——- P
1: 24 00k-—-—- N(R), Retransmission counter: 1
2: 09 —————— 1 EL, Extended Length: y
2: 09 ——— 0- M, segmentation: N
2: 09 000016-- Length: 2
3: 83 r———- Direction: To originating site
3: 83 -000-—-- 0 TransactionlID
3: 83 ———-0011 Call control. call related SS messages
4. 07 0G-————- Send Sequence Number: 0
4: 07 --000111 Call Connect

The Call Connect message tells the MS that the called party has picked upits.phVhen the
MS responds with a Connect Acknowledge message (trace 5.2), tretahannel will be used fo
transmit voice data back and forth between the callers. The message mitratisn an | frame,
asking for acknowledgment, Poll bit.

Figure 5.4: Layer 2 length field format

5.2.3 The length field

The length field encodes the length of the Information Elements (IEs); N26dntains three fields:

e the Extension bit (EL); works like the EA in the address field. It is used tavelle control
field to span more octets. When this bit is set to ‘0’ it indicates the control faMiruing in
the following octet. When set to ‘1’ it indicates the last octet of the contrtd fie the current
GSM standard there exist no layer two messages with a control field lasgeatsingle octet.

e The More data bit (M); this bit is used to indicate segmentation of a layer 3 gessethe data
link layer. If the M bit is set to ‘1’ this indicates that the IEs of this messageainmonly a part
of a layer 3 message. If the M bit is set to ‘0’, this either indicates that thisagesontains an
entire layer 3 message, if the previous frame also had a control messagbaewvithbit set to
‘0’, or it indicates that this message contains the last part of a layer 3 geséthe previous
frame had a control field with the M bit set to ‘1’. Segmented layer 3 messageys use |
frames for transport. In all other frames the M bit is set to ‘0’
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e The length; this is a six bit field, that actually encodes the length of the informalgments.

Remember that the total length of every frame is 23 octets or 184 bits. The feidtust shows
the number of octets that contain useful information to deliver to the third.layer

Trace 5.2: CC Call Connect Acknowledge

HEX [2_dataout_.B:194 Format B DATA (up)
000: 01 01 08 03 Of 2b 2b 2b- 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b
0: 01 —————- 1 Extended Address: 1 octet long
0. 01 ———— 0- C/R: Response
0: 01 ——-000-— SAPI: RR, MM and CC
0: 01 -00-———- Link Protocol Disciminator: GSM (not Cell Broadcastin
1: 01 ———- 01 Supvervisory Frame
1: 01 ———-00-- RR Frame (Receive ready)
1: 01 ——-0-—— Poll/Final bit (P/F)
1: 01 00G-—--- N(R), Retransmission counter: O
2: 08 —————— 0 EL, Extended Length: n
2: 08 ———— 0- M, segmentation: N
2: 08 000016-- Length: 2
3: 03 0———— Direction: From originating site
3: 03 -000-——- 0 TransactionlD
3: 03 ———-0011 Call control. call related SS messages
4: 0f 00—————- Send Sequence Number: 0
4: 0f —--001111 Connect Acknowledge

The acknowledge message belonging to the earlier CC Call Connect re¢SsHg Transmitted in
supervisory frame. The N(R) counter is almost always zero, be¢has8SM specification sets t
maximum outstanding message window to 1, instead of the possible 7.

As you can see the connect message and this acknowledgment aranikznyis contents.

)
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Chapter 6

Um layer 3

The third layer of the Um-protocol is specified by the ETSI in [43, 44]. el layer is often divided
into three sublayers, of which the last is again divided into three sublayers

1. Radio Resource management (RR); this concerns the configuratioa logical and physical
channels on the air-interface.

2. Mobility Management (MM); for subscriber authentication and maintainingydegraphical
location of subscribers (mobility management).

3. Connection management (CM); consists of three sublayers itself:

(a) Supplementary Services (SS); manages all kinds of extra servatesréhnot connected
to the core functionality of GSM.

(b) Short Message Service (SMS); the handling of the SMS messages.
(c) Call Control (CC); creating and ending telephone calls.

Figure 6.1 gives an overview of the GSM protocol stack. Most of therfayethe BSS and NSS
will not been discussed in this thesis, but it does show how all the layaifseddm interface are
built upon each other, and how the several layers are defined betifferent entities. The first two
layers of the Um-protocol as well as some of the RR functionality end at tt& Bfie rest of the
RR sublayer ends at the BSC. The RR sublayer is responsible for theelhaanagement of radio
channels, so it does not need to go beyond the BSC. When a “physicaiection between MS and
BTS has been established through RR functionality, a MM connection capdred on top of that.
A CM connection on its turn can be created on top of a MM layer (e.g. via théSEMice Request,
trace 6.2).

On figure 6.1 the MM layer is defined between the MS and MSC but sincesepdsansparently
on to the VLR the MM sublayer is often said to be defined between MS and VLR.

The RR, MM and CC sublayers are the most interesting sublayers of thdaiegd The SMS
sublayer is very similar to the CC sublayer (with the CC sublayer being moradedg and the SS
sublayer is not involved in any core functionality. Therefore the RR, Mid &C sublayers will be
discussed in detail further along in this chapter, but first we will look intdfitduee structure of layer
3 messages.
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Figure 6.1: Overview of the GSM protocol stack. Figure adapted frd&h [4

6.1 Layer 3 frames

The frames used on the third layer of the Um protocol do not have a fixedas opposed to layer 2
frames. They do however consist of a two byte header, possibly falltwyelata bits. The structure
of a layer 3 frame is shown in figure 6.1.

6.1.1 Layer 3 frame header

The header of a layer 3 frame consists of two byte-sized, separate fleddSype ID octet and the
Message Type octet. These are shown in figures 6.3 and 6.4 reslyective

The layout of the Type ID octet is dependent on the sublayer that usdgathe. However the
four least significant bits always contain the Protocol Discriminator (FBg.PD identifies the layer
three protocol to which the entire frame belongs. The possible values &hend their meaning
can be found in table 6.1. The PD coded as “1110” is currently unused wittinUm protocol. It is
a reserved sequence for possible future use, indicating the othdrifswf this octet also belong to
the PD field. This case, at the moment unused, is the only way for the otirdbife of the Type ID
octet to deviate from the way shown in figure 6.3.

The four most significant bits of the Type ID octeffdr whether the message belongs to the CM
(figure 6.3(a)) or the RR or MM sublayer (figure 6.3(b)). When a ngeséelongs to the RR or MM
sublayer these four bits are coded as “0000”, called the skip indicatdrserve no function. When
the message belongs to the CM sublayer these four bits encode the Timm&dentifier (TI). The
Transaction Identifier (T1) allows for distinguishing several simultang¢@msactions for a single MS.
It is divided into the Tl flag (the most significant bit) and the TI Value (the otheee bits). The TI



CHAPTER 6. UM LAYER 3 62

Layer 2

Type ID octet
Message Type octet

Data

Layer 2

Figure 6.2: A general Um layer 3 frame

8 7 6 5 4 3 2 1
Tl flag Tl Value Protocol discriminator
(a) CM format

Skip Indicator

(=000 0) Protocol discriminator

(b) RR and MM format

Figure 6.3: Layer 3 Type ID octet format

flag distinguishes between the initiating (coded ‘0’) and responding sttke¢c'1’) of a transaction.
The Tl value is a unique number between 0 and 6 (“111” is again reséoveubssible future use)
for this transaction, within this SAPI and PD. When a new transaction is stiméeihitiating side
chooses a number between 0 and 6, that is not yet used within the dumeabnnection, with the
same SAPI and PD, and sets the Tl Value to this number. The respondingillidse the same
number when responding to this message, with the Tl flag set to zero. Adtémtisaction ends, the
Tl value is released. So every ME can have seven self-initiated transsaofi@n on the Um protocol
within every PD category at any given time, and respond to another gatiated by the network.

The second byte of a standard layer 3 message is called the MessagéMypectet. The
Message Type is detailed in figure 6.4. Regrettably the MT octet contains ariméaned Message
Type field, which may cause some confusion. When we speak of the MTifisltbuld always mean
the 6 bit field inside the MT octet. Where the Type ID octet shows to which gebknd connection
a message belongs, the MT octet encodes the content of the message.

The most significant bit is always coded ‘0" and if this is a RR message tlgenetkt bit is also
coded ‘0. For CM and MM messages this bit is coded with a Send Seqivmober (SSN) modulo
2 (figure 6.4(b)). So this bit flips every CM or MM message. The only usalge for this bit lies in

protocol testing.
The interesting part of the MT octet lies in the Message Type field, whichifaéEnthe function
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Table 6.1: Protocol Discriminators (PDs) on layer 3 of the Um interface

bits4321 Sub layer

0011 CallControl (CC), call related Supplementary Services (SS)
0101 Mobility Management (MM)

0110 RadioResource management (RR)

1001 SMS messages

1011 noncall related Supplementary Services (SS)

1110 reserved for extension of the PD to one octet length

1111 reserved fortest procedures

0 0 Message Type

(a) RR format

0 SSN Message Type

(b) CM and MM format

Figure 6.4: Layer 3 Message Type octet format

of the message. All defined messages can be found in the specificatiorEMery possible Um-
message has a MT number associated with it, which is unique within the Um-pr@ittesame MT
number can have flerent meanings on the other interfaces), the direction (the same MT nuarber ¢
have diferent meanings depending on whether it is sent by the MS or by the Bi&)ha channel it
was transmitted on (the same MT number can hafferdint meanings depending on on which logical
channel it was sent, e.g. on a SACCH or on a DCCH). For every mesisageimber of possible
arguments is also specified. These arguments are divided between thatonarashd the optional
arguments and are included in the data bits.

6.1.2 Layer 3 frame data

The frame data is built up out of Information Elements (IEs). The mandatgynants are always
the first IEs, followed by the optional arguments. In contrast with the rEthe second layer, the IEs
in the third layer have a variable size between one and several octetse [Hwecan be built up out
of a Information Element Identifier (IEIl), a Length Indicator (LI), andadue part. Every IE contains
at least one and possibly all of these elements. The Information Elementifilete(IEI) can be seen

as a type declaration. Therefore these IEs are so called Type-Lealyth-encoded. All the possible
combinations of the type, length and value inside an IE can be found in table 6.2

The diferent types are introduced to save bits that need not be used. Focegtanmandatory
IE is always of the same type, then no IEI is necessary. The same gdhse fength and value.
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Table 6.2: Possible formats of information elements.

Format IEl present Ll present Value part present
Type only (T) yes no no

Value only (V) no no yes

Type and Value (TV) yes no yes

Length and Value (LV) no yes yes

Type, Length and Value (TLV) yes yes yes

The IEl field is always present in the non-mandatory IEs. In the mangdHEsrit can be left out.
When the IEl is present it can either have a size of a half or one octethWikdE| has the size of a
half octet, the IE is always of the TV-type, with the other half of the octedmes] for the value.

When a Length Indicator (LI) field is present in a IE, it always consikéssingle octet. It encodes
the number of octets in the Value part of the IE. When a Length Indicatbigganesent, the IE should
also contain a value part (it is either of type LV or TLV), unless the LI el@soa zero length Value
part. If the Value part is present in an IE, then it can either consist affeohtet (when of type TV)
or one or more octets (for types V, LV and TLV).

6.2 Radio Resource (RR)

The Radio Resource management is in fact the lowest sublayer within thdah@edof the Um-
protocol, managing the allocation and teardown of dedicated signaling did ttaannels that can
be used by the higher layers. The RR functionality is also used on the BC@&htmit the system
information and for the paging, access requests and access granes@onimon Control Channels
(CCCH). Furthermore the RR layer also handles the handover managamaestntrols the ciphering
of channels, though the actual ciphering happens on the first layee tfrthprotocol.

The RR sublayer is defined between the MS and the BSC, though wheernorchandovers,
some messages will reach the MSC.

Some of the often used RR messages are defined in table 6.3. The names ohéssages have
a couple of letters in upper case which make up the commonly used abbrevi@tidhe messages.
All the RR messages can be found in [44].

6.3 Mobility Management(MM)

The Mobility Management sublayer uses the control channels providéel®R sublayer to manage
the mobility of subscribers. Or, more accurately, manage the mobility informdtioeyery MEIMSI
the code of the BTS it is currently connected to is stored. This code, thediEsents each cell
within a GSM network, and this information is stored inside the serving VLR.

The MM sublayer is used for location updates and paging control. It @sdlbs the authentica-
tion of MSs. Basically the MM sublayer handles mostficawhenever a TMSI IMSI is involved, or
a cell identity number.
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Table 6.3: Example RR message definitions

MT field

Name Direction

Description

110101

111111

CHANnel RE- MS — BTS
Quest

CIPHer MODe BTS — MS
CoMmanD

IMMediate BTS— MS
ASSignment
CoMmanD

This message requests a channel for further communication
in channel setup (section 4.5.2). It has no MT field code,
because this message is only transmitted via access bursts
(section 4.3). In only a single octet this message encodes both
the reason for the channel request - e.g. “emergency call” or
“answer to paging” - and a random reference which the BTS
uses in its reply to this message.

Command to start encryption on the Um interface. This com-
mand contains the algorithm (A%) that should be used and
whether the CIPHer MODe COMplete reply should contain
the International Mobile Equipment Identity and Software
Version (IMEISV).

This message is always transmitted on the AGCH. This mes-
sage can use a lot of parameters to assign a channel to the
MS. These parameters include: the random reference taken
from a channel request message, the ARFCN and time-slot
of the dedicated channel, the final variables needed for fre-
guency hopping (HSN, MA and MAIO, section 3.1.2) and
the timing advance - a number representing the time delay
between transmission and reception, so the MS can adjust its
transmissions accordingly.

To this end the MM sublayer is defined between the MS and the VLR. Some oftére used
MM messages are shown in table 6.4. The letters of the message names Writeman upper case
compose the commonly used abbreviations for these messages. All the Midgasssin be found

in [44].

6.4 Call Control (CC)

The Call Control sublayer manages the actual calls made on the GSM netWonkes an MM
connection to a MS to manage call establishments and teardowns to it. Thisesublagry similar
to the ITU-T Recommendation Q.931, which is ISDN’s connection contrdabpg.

The CC sublayer is defined between the MS and the MSC.

Some of the often used CC messages are shown in table 6.5. The letters oszmerames
that are written in upper case compose the commonly used abbreviationsdermtiessages. All the
CC messages can be found in [44].
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Table 6.4: Example MM message definitions

ID Name Direction  Description
001000 LOCation UP- MS —» BTS Request for a location update service (sections 2.5.2 and
Date REQuest 6.5.1). This request contains a parameter which identifies

whether this is a periodic or normal location update or if it is
a sign-on procedure. This request also contains the old LAI
and MS parameters like the IMSMSI and the supported

ciphers.
010010 AUTHenticationBTS — MS The authentication command contains the random challenge
REQuest (RAND) and the CKSN - the identifier for the resulting ses-
sion key. Authentication is described in sections 2.5.1 and
7.1.
011010 TMSI REAL- BTS— MS Atthe end of a location update the MS should be assigned a
location CoM- new TMSI. This command assigns the new value, although
manD the specification does allow for the TMSI reallocation com-

mand to contain the IMSI, instead of a new TMSI.

6.5 Scenarios

We will now look at two scenarios in detail: the location registration - which ismsally the same
as a location update - and a Mobile Originating Call (MOC) setup. Both siosrere illustrated with
an message sequence chart (figure 6.5). Above each messagetarvannel name and the layer
3 sublayer where this message occurs are named. In some rare cdSessa appears above the
message arrow, which denotes that this message purely acts as an ladigmeant on the second
layer of the Um interface. In the general case however a message lisadic@ly acknowledged by
the reception of the next message shown in the chart. Below the message #re actual content
of the message is placed. These contents are shown by their ETSI dafimexyiations and when
relevant they are followed by the most important parameters betweeretsatkhen parameters is
denoted as “X” then this means the actual value X, as opposed to, fordestists! denoting the
IMSI value of this specific MS.

These scenarios show possible ways in which these message excbaulgesin. A practical
situation might difer, though the occurrence of messages shown here is a likely cowtfesdgnarios
start with a channel setup phase. The Location registration scenarish@i&s an authentication and
identification phase, which are both optional. A network can decide tonpedidher phase when it
wishes.

6.5.1 Location registration

The location registration is a location update in which the MS uses its IMSI to igets@#if with in-
stead of its TMSI. Soféectually this scenario shows a sign-on procedure. Changing eveuyrence
of the IMSI for TMSI will make this a general location update scenario. 0$eand general idea of
the location update has been discussed earlier in section 2.5.2.

The location registration is shown in figure 6.5(a). The first two messagye tte channel setup
phase, in which the MS signals the BTS on the RACH a “CHANREIQuest". This request contains
the reason for the request (a location update) and a reference nuwmhier the network uses in its
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Table 6.5: Example CC message definitions
ID Name Direction  Description

000001 ALERTIng MS— BTS The alerting message is transmitted by the MS in a MTC to
indicate that the ME has started signaling the user of the in-
coming call (ringing). The alerting message is also transmit-
ted by the network to the MS in a MOC to indicate that the
called user alerting has been initiated (dial tone). The MTC
and MOC procedures are discussed in sections 2.5, 4.5.3 and
6.5.2.

000101 SETUP MS- BTS In a MOC the setup message is transmitted from the MS to
the BTS. In a MTC the setup message is transmitted from the
BTS to the MS. It contains many parameters, but most impor-
tantly it contains the number of the callecallee (MSISDN)
and the kind of TCH connection requesieskd.

000111 CONnect MS» BTS This message is transmitted by the MS in a MTC and it indi-
cates that the user accepted the call. In a MOC the message
is transmitted by the BTS to indicate that the connection was
successfully established.

“IMMediate_ASSignmentCoMmanD”, so the MS can see this assignment is meant for him. The
immediate assignment command assigns a SDCCH channel to the MS by givind\RE@&N and
time-slot of the reserved channel. The channel setup happens at diee Resource management
(RR) sublayer.

The MS then tunes to the SDCCH channel and transmits a request. Thetrequieis channel is
seen by the BTS as the acknowledgment of the immediate assignment. Ths&tiagbes case is a
“LOCation.UPDateREQuest” containing the IMSI and old LAI of the MS. This request is a Mobility
Management (MM) request. It is acknowledged by the network througyes 2 acknowledge frame,
which completes the MM sublayer hand shake.

Then an authentication phase starts, initiated by the network. The netwoddways choose to
perform an authentication, though if the MS is already authenticated, this @bhged. Authentica-
tion is a MM sublayer task.

In the original location update request to the network the MS already désteohthe encryption
algorithms it supports. The network decides that this communication needsttousmencrypted, so it
issues the “CIPHeMODe CoMmand” with the encryption algorithm to use. Upon correct reception
of this command the MS starts ciphering all its transmissions and deciphering athdébsages it
receives. The BTS in the meantime has started deciphering all messagesviéseon this channel,
but the BTS only starts to encipher its transmission when it receives théf&2IMODe_COMplete”
message. From this moment on all communication between this MS and BTS onadhisetlare
encrypted. Remember that although the cipher command and respong® sublRyer messages, the
encryption happens on the first layer of the Um protocol.

Once encryption has started the network can choose to request idemtiberaiof the MS. The
“IDENTIity _REQuest” asks for specific identifiers, in this case the IMEI, which the M8iges in its
response.

The network then assigns a new TMSI to the MS with the “TNREALlocationCoMmanD”.
The MS signals it has correctly received the new TMSI via the “TNR&EALlocation COMplete”
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message. After which the network ends the location update procedurarnsynitting the “LOCa-
tion_.UPDateACCept” message.

6.5.2 Mobile Originating Call (MOC)

Figure 6.5(b) shows a Mobile Originating Call (MOC) setup using early agsimt. MOCs and early
assignment where discussed earlier in sections 2.5.3 and 4.5.3.

The subscriber wants to make a call and thus the MS signals the networlckamael, in the
channel setup phase. This is identical to the channel setup in the predeunario, except for the
reason the MS gives in its request.

After the channel setup the MS transmits a “CERViceREQuest” with the service that is
requested - a MOC in this case, but it could also be e.g. SMS - and its tliivi3il and Ciphering
Key Sequence Number (CKSN). The network recognizes that the M&®&dglauthenticated and the
network also has a session key stored for this TMSI with the same CKSMptirgy the network to
skip authentication and directly start ciphering. The ciphering procaduhe exact same as in the
previous scenario.

After the layer two acknowledgment of the “CBIERVice REQuest”, there is Call Control (CC)
sublayer connection. After ciphering has started on this channel thedgi@dthe “SETUP” by
transmitting the directory number - MSISDN - the subscriber wishes to calle i€l is accepted the
network replies with a “CALLPROCeed” message.

The MS is now assigned a T Channels (TCH), which first functions as a Fast Associated
Control Channel (FACCH). The MS transmits an empty message once it i toitiee correct chan-
nel. The network responds with a layer 2 acknowledge frame, .. the MSnsntfaan “ASSign-
mentCOMplete” message which fully establishes the channel. Note that althoudfiStend BTS
have switched to a new channel the encryption settings are taken alomad). sBoceeding messages
are still encrypted.

The network now keeps sending “ALERT” messages transmitting the ringirgguntil the called
phone is picked up. When that happens the network will transmit a “CQNmexssage, which the
MS acknowledges. From this moment on channel is used as a TCH clanrthebice data can be
exchanged.
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CHAN_REQ (“LOC UPD” ,REF)

AGCH/RR

IMM_ASS_CMD (ARFCN,TIME-SLOT,REF)

SDCCH/MM

LOC_UPD_REQ (IMSI,LALyq)

SDCCH/MM ack

LOC_UPD_REQ (IMSI,LAloq4)

SDCCH/MM

AUTH_REQ (CKSN, RAND)

SDCCH/MM

AUTH_RSP (SRES)

SDCCH/RR

CIPH_MOD_CMD (A5/x)

SDCCH/RR

CIPH_MOD_COM ()

SDCCH/MM

IDENT_REQ (“IMEI")

SDCCH/MM

IDENT_RSP (1MEI)

SDCCH/MM

TMSI_REAL_CMD (TMmsI)

SDCCH/MM

TMSI_REAL_COM ()

SDCCH/MM

LOC_UPD_ACC

(a) Location registration

WS ]

RACH/RR
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Network

CHAN_REQ (“CALL” ,REF)

AGCH/RR

SDCCH/MM

IMM_ASS_CMD (ARFCN,TIME-SLOT,REF)

CM_SERV_REQ (SERV,CKSN,TMSI)

SDCCH/MM ack

CM_SERV_REQ (SERV,CKSN,TMSI)

SDCCH/RR

CIPH_MOD_CMD (A5/x)

SDCCH/RR

CIPH_MOD_COM ()

SDCCH/CC

SETUP (MSISDN)

SDCCH/CC

CALL_PROC

SDCCH/RR

ASS_CMD (ARFCN,TIME-SLOT)
FACCH/-

FACCH/- ack

FACCH/RR

ASS_COM

FACCH/CC

ALERT

FACCH/CC

CON

FACCH/CC

CON_ACK

(b) Mobile Originating Call setup with early assignment

Figure 6.5: Scenarios showing actual message exchanges betwea B3 A
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Trace 6.1: RR Immediate Assignment Command
HEX |2_dataout_.Bbis:462 Format Bbis DATA

000: 31 06 3f 00 52 fO ab 85- ad e0 01 01 Of 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

0: 31 001106- Pseudo Length: 12

1. 06 0-————— Direction: From originating site

1: 06 -000-—-—- 0 TransactionlD

1: 06 ———-0110 Radio Resouce Management

2: 3f 0-111111 RRimmediateAssignment

2: 3f - x———— Send sequence number: 0O

3: 00 —————— 00 Page Mode: Normal paging

3: 00 0—— No meaning

3: 00 ——-0———- Downlink assign to MS: No meaning

3: 00 ———0—-——- This messages assighs a dedicated mode resource
4: 52 ————— 010 Timeslot number: 2

4: 52 01016-—- Chan. Descript.: SDCCH + SACCH/C8 or CBCH (SDCCHS8)
5. fO 11— Training seq. code : 7

5: f0 ———1-—— HoppingChannel

6: ab ........ Mobile Allocation Index Offset (MAIO) 2

6: ab --101011 Hopping Seq. Number: 43

7: 85 106-———- Establishing Cause: Answer to paging

7: 85 ———xxxxx Random Reference : 5

8: ad Xxxxxxxxx T1/T2/T3

9: el xxxxxxxx T1T2/T3

10: 01 ——xxxxxx Timing advance value: 1
11: 01 00000001 Length of Mobile Allocation: 1

12: 0f ———-1-—— Mobile Allocation ARFCN #4
12: O0f ———— 1-- Mobile Allocation ARFCN #3
12: Of ———— 1- Mobile Allocation ARFCN #2
12: Of ————— 1 Mobile Allocation ARFCN #1

This message is used to assign a control channel to the MS. It is a regpoasChannel Reque
message from the MS on the AGCH. This command refers to that message Riarttlem Refereng
(octet 7, value 5). The BTS also computed the transmission delay from then€hRequest arn
sends a Timing advance value along that the MS can use to make sure its tsimssrasrive in the
correct time window.

This command provides a channel with a certain layout detailed in the Ch@esetiption. It
gives the MS a time-slot, a list of ARFCN numbers, the hopping sequenceeanantl the MAIO
The TYT2/T3 of octets 8 and 9 encode the frame number, though this is not correctiglek by
gsmdecode.
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Trace 6.2: MM CM Service Request

HEX 12 _dataout_.B:194 Format B DATA (up)
000: 01 01 34 05 24 21 03 33- 19 81 05 f4 6¢c 3a 01 8e
001: 2b 2b 2b 2b 2b 2b 2b

0: 01 ———— 1 Extended Address: 1 octet long

0: 01 —————- 0- C/R: Response

0: 01 ——-000-- SAPI: RR, MM and CC

0: 01 -00-———— Link Protocol Disciminator: GSM (not Cell Broadcasting)
1: 01 —————— 01 Supvervisory Frame

1: 01 -———-00-- RR Frame (Receive ready)

1: 01 ——-0-——- Poll/Final bit (P/F)

1: 01 006-———- N(R), Retransmission counter: 0O

2: 34 ————— 0 EL, Extended Length: n

2: 34 ———— 0- M, segmentation: N

2: 34 00110%- Length: 13

3: 05 0———— Direction: From originating site

3: 05 -000-—--- 0 TransactionlID

3: 05 ———-0101 Mobile Management Message (non GPRS)

4: 24 0Q-————- SendSequenceNumber: 0

4: 24 --100100 MMcmServiceRequest

5: 21 -010-—-—- Ciphering key sequence: 2

5: 21 -———-0001 Request Service Type: MS originated call

6: 03 00000011 MS Classmark 2 length: 3

7: 33 -01———— Revision Level: Phase 2

7: 33 ———1-——— Controlled early classmark sending: Implemented
7. 33 ——-0-—— A5/1 available

7: 33 ———— 011 RF power class capability: Class 4

8: 19 -1———- Pseudo Sync Capability: not present

8: 19 ——01-——— SS Screening: Phase 2 error handling

8: 19 ———-1-—— Mobile Terminated Point to Point SMS: supported
8: 19 ———— 0-- VoiceBroadcastService: not supported

8: 19 ————— 0- VoiceGroupCallService: not supported

8: 19 ———— 1 MS supports EGSM or RGSM: supported

9: 81 }————- CM3 option: supported

9: 81 ——-0——- LocationServiceValueAdded Capability: not supported
9: 81 ———-0-— SoOLSA Capability: not supported

9: 81 ———— 0- A5/3 not available

9. 81 ———— 1 A5/2: available

11: f4 ————— 100 Type of identity: TMS/P-TMSI

12: 6c ————— ID(4/even): 6C3A018E

This is an up link message by the MS indicating that it wants to make a call. Thisgeesisa acts g
an acknowledgment of the immediate assignment message (trace 6.1) andrig thedsage to pass

on the dedicated SDCCH.

Among a large number of parameters are the CKSN, the encryption capalafitibe ME -

(7]

in this case ABL and A32 but not A33 - and the MSs identity. The message is acknowledged by

an nearly identical message in the down link, only the second octet showbetdaa Unnumbered

Acknowledge frame.
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Trace 6.3: CC Call Setup
HEX [2_data out_.B:194 Format B DATA (up)
000: 01 01 50 03 45 04 04 60- 02 00 81 5e 06 81 60«
001: =% =% %% al 15 01 01

0L ———- 1 Extended Address: 1 octet long

01 ————— 0- C/R: Response

01 —-—-000-- SAPI: RR, MM and CC

01 -00-———- Link Protocol Disciminator: GSM (not Cell Broadcasting)
01T ————— 01 Supvervisory Frame

01 ——-00-- RR Frame (Receive ready)

01 ———0-—— Poll/Final bit (P/F)

01 006--—--- N(R), Retransmission counter: O

50 —————— 0 EL, Extended Length: n

50 ————— 0- M, segmentation: N

50 010106-- Length: 20

03 0————— Direction: From originating site

03 -000-—--- 0 TransactionlD

03 ———-0011 Call control. call related SS messages
45 0F———- Send Sequence Number: 1

45 --000101 Call Setup
04 00000100 Bearer Capability
04 00000100 Length: 4

O OWOWOWOWOVONNNNNOOODTOAOPRPRPRWWWNNNRPPPPOOOO

60 O0-——————- Extension: no
60 -11————- Radio Channel: dual rate MSull rate preferred
60 ——0-——— Coding Standard: GSM
60 ————0-—— Transfer Mode: Circuit
60 ————— 000 Transfer Capability: speech
02 0-———— Extension: no
02 -0————- Compression: no
02 ————0-—— Duplex Mode: half
02 -———— 1- Rate Req.: Data 4.8 kis, full rate, n. transp. 6kb req
00 0-———— Extension: no
00 ——-00--- Rate Adaptation: no rate adaption
00 ————— 000 Signalling Access Protocol: UNKNOWN
10: 81 ——————— 1 Asynchronous

11: 5e FIXME: some data might be in extentions
11: 5e 01011110 Called Party BCD Number

12: 06 00000110 Length: 6

13: 81 -000-—-- Type of number: unknown

14: 60 -—————— Number (10): 06 s sk

19: al 10100001 CLIR supression

20: 15 00010101 FIXME

21: 01 XXOOXKXXX UNKNOWN DATA (2 bytes)

21: 01 YYYYYYYY REST OCTETS (2)

=

This CC Call Setup message is transmitted by the MS to the network and containsrtber the use
wishes to call. The **’ tokens in the trace where placed to hide the telephanbenthat was called.
As you can see in the final octets, the gsmdecode still has a few bugs.
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Trace 6.4;. RR Assign Command

HEX [2_data out_.B:296 Format Bbis (RR, MM or CC)

000: 06 2e Of fO eb 05 62 00- 00 00 00 20 00 10 10 OO
001: OO 00 00 00 01 00 00 63- 21 72 01 oOf

06 O0-——————- Direction: From originating site

06 -000-—-- 0 TransactionlD

06 ———-0110 Radio Resouce Management

2e 00101110 RR Assign Command

of ————- 111 Timeslot number: 7

0f 0000k-- Channel Description: TCH + ACCHs

fo 113-——— Training seq. code: 7

f0 ———1-——— HoppingChannel

eb ........ Mobile Allocation Index Offset (MAIO) 3
eb —-101011 Hopping Seq. Number: 43

05 -—--00101 Power Level: 5

62 UNKNOWN. FIXME

62 XXOOXXX UNKNOWN DATA (22 bytes)

62 YYYYYYYY REST OCTETS (22)

(DO?@U‘I-&-&QJOJI\)I\JHOOO

The RR Assign Command which switches the call setup from the current 8X6@ TCH. The
GSM network used early assignment for call setup (Section 4.5.3) so thiageegas transmitte
after a call proceeding message (trace 4.2), but before the alertgaegsace 4.3).

This message looks a lot like the immediate assignment (trace 6.1) and funotdadys How-
ever immediate assignment messages are only transmitted on the AGCH to assigrased contrg
or traffic channel, while assign messages occur only on dedicated channels.

Again you can see the not always perfect decoding abilities of Gsmdecod

Trace 6.5: RR Assign Complete

HEX [2_data out_.B:194 Format B DATA (up)
000: 01 01 Oc 06 29 00 2b 2b- 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b
0: 01 —————- 1 Extended Address: 1 octet long
0: 01 ————— 0- C/R: Response
0: 01 ——-000-- SAPI: RR, MM and CC
0: 01 -00-——-- Link Protocol Disciminator: GSM (not Cell Broadcastin
1: 01 ———- 01 Supvervisory Frame
1: 01 ———-00-—- RR Frame (Receive ready)
1. 01 ——0-—- Poll/Final bit (P/F)
1: 01 006-—--—-- N(R), Retransmission counter: O
2: 0c ——————- 0 EL, Extended Length: n
2: 0c ————— 0- M, segmentation: N
2: 0c 00001%+- Length: 3
3: 06 O———— Direction: From originating site
3: 06 -000-——- 0 TransactionlID
3: 06 ———-0110 Radio Resouce Management
4: 29 0-101001 RR Assign Complete
5: 00 00000000 RRCause (reason of event¥ Normal event

The acknowledgment of the RR Assign Command (trace 6.4). The MS hasabketo tune to th
new channel and this message is the first message to pass on the negl.dnahrs case it is a tféic
channel (TCH), but until the conversation begins it is used as a Fasicikdged Control Chann
(FACCH).

Keep in mind that the messages remain encrypted although the connection vemktoan othe
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r

channel.




Chapter 7

Encryption

This chapter will explain the uses of encryption in the GSM air interface atdoek in detail into
some of the encryption algorithms used. Some of the weaknesses of thagrlg will be discussed
in chapter 8.

GSM networks can fier several security features through encryption. The most important of
these arauthorized network usagendcall confidentiality For these goals three generic algorithms
are defined:

e A3, used to generate a response (SRES) from the secrég; kard the challenge (RAND).
e A8, used to generate the session Ki€y) from the secret ke¥; and the challenge (RAND).

e A5, used to generate keystream from the sessionkgyand the current TDMA frame number
(FN).

These names refer to generic algorithms that can be instantiated with pralgga@hms that conform
to the specifications set for these algorithms [46].

7.1 Authentication

Authentication of a MS to the network is mostly achieved by a challgagponse (for which the A3
algorithm is needed) and because both parties need to be able to compumérsession key for
encryption (the A8 algorithm). The exact message exchange was altesadgsed in section 6.5.1;
as a brief, and simplified recap see figure 7.1. The implementations of the dAB&algorithms
for every user exist only in two places; the SIM of the user and the peosiduthentication Centre
(AuC). Both of these are controlled by the provider. So providersraetb choose the actual im-
plementations of the A3 and A8 algorithm, as long as they follow the contract8 @@ A8. For
A3 this means that given two arguments, a 128{iand a 128 bit random (RAND) yields a 32 bit
Signed Response (SRES). For A8 this means that given two argumer#8,at K; and a 128 bit
random (RAND), result in a 64 bit session kd{;]. Both A3 and A8 should be implemented by
cryptographic hash functions. Even though providers are free tosehtheir own implementation
nearly all providers opted to use the COMP128 algorithm, suggested by 8id@ both A3 and A8.
COMP128 was an example design by the ETSI given in a memorandum ofstenaiding. It is
a proprietary hash function that was kept confidential. In 1998 it waesse engineered by Briceno,
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{K;, A3, A8, IMSI} {IMSI— (A3, A8, K;)}
MS Network
IMSI

Lookup (A3, A8, K;)
random RAND
K.=A8(K;,RAND)
SRES=A3(K;,RAND)

RAND

K,=A8(K;, RAND)
SRES=A3(K;,RAND)

SRES

< verify SRES >

ciphered communication
using K,

Figure 7.1: Simplified authentication of a MS to the network.

Goldberg, and Wagner [9], using a leaked document [5] and an &&fbisl phone. Some improve-
ments were introduced into a newer version of COMP128: COMP128w@spctively renaming the
original algorithm to COMP128v1. The second version is also kepts@srare possible other A83
algorithms. Currently the designs of the /AB algorithms used in newer SIM cards is unknown.

7.1.1 COMP128v1

COMP128 performs both the A3 (response calculation) and the A8 (seksjocalculation) in a
single algorithm. It is a cryptographic hash function that receives twobi2z&guments (the secret
key K; and the challenge RAND), which results in the response (SRES) coatadenith the pseudo
session keyKJ():

COMP128(RANDK;) = (SREKY)

where|| denotes concatenation.
However the SRES anl; are not concatenated directly. COMP128v1 results in a 128 bit binary
number. Of this result the first 32 bits are the signed response (SRES)rén the final 54 bits
are used aK/. We call this a pseudo session key, because the actual session Keyl ie¢he A5
algorithms is 64 bits long. Ten zeros are added to the e &b make the actual session kigy. It
is unknown if this also happens in COMP128v1’s successors.

COMP128v1l is a hash function with 40 rounds, where each round temdia table look up
followed by mixing. There are five fierent tables, one used for each consecutive round, which is
repeated eight times. Source code of the entire COMP128v1 functioredaaihd at [9].
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7.2 Confidentiality

To achieve call confidentiality phone calls are encrypted on the Um ine(@hapters 3 and 4), using
an A5 encryption algorithm. Since the encryption only happens on layetHeddm interface, only
the air interface between the BTS and the MS is protected. Unlike the A3 aathaBthms, the A5
encryption is programmed into the phone hardware (ME) and the cell tqB&&s), and therefore
there is only a choice between three pre-defined algorithm&;, A%/2 and A33. These algorithms
encrypt the payload in the bursts (section 4.3) transmitted on the first latiex air-interface, under
the session keyK) and the current frame number. It is worth noticing that there is a fourtibrgp
namely using no encryption. A BTS decides whether to use encryptionf sadvhich algorithm to
use, and sends this to the MS over a DCCH.

A5/1 was the original encryption algorithm used in GSM. It was introduced 8¥ 1But at that
time is was an export restricted encryption algorithm. So when GSM grewddyarope, a modified
(and actually weakened) version was created2A5

Originally the internal designs of A% and A2 was kept secret. It was only disclosed to GSM
manufacturers under an NDA. However in 1999 Marc Briceno revemg@eered the design of both
A5/1 and A32 from a GSM phone [7]. Both algorithms are stream ciphers, generatiystream
from the current frame number and the session k&Y \hich is XOR-ed with the plain text.

In 2002 an additional A5 algorithm was introduced:/35Unlike with its predecessors, the inter-
nal designs of AB where immediately published [47]. It was based on the block-cipher KASU
which was already used in third generation networks, and which in turivasex on the block-cipher
MISTY (KASUMI is the Japanese word for “mist”). A8 is currently considered unbroken and the
best cryptographic alternative in GSM. Adiffers from its predecessors in yet another way; it uses
a 128 bit session key. This is the standard in third generation mobile communinatimorks, but in
GSM the session key provided by the A8 algorithm is defined as 64 bits. Hxse #4 bits lead to the
128 bit session key is currently unknown, but it seams unlikely that trssosekey in AS3 will have
more than 64 bits of entropy.

In January of 2010, Dunkelman, Keller and Shamir published a new attekih8 UMI reducing
the time-complexity down to# (the previous best attack had a time-complexity 6% 248]. This
new attack is a related key attack and needs chosen plain text messagdes, itriakpractical as an
attack against GSM or the third generation networks. However this theadrteak is still worrying
considering that the designers of KASUMI payed specific attention to celetg attacks. Also this
new attack does not break MISTY in any way, indicating that the changds foaKASUMI actually
weakened the cipher significantly.

721 Ayl

The GSM encryption is used to encrypt bursts over the Um interfacesellgrsts contain 114 bits
of plain text (section 4.3). For each burst/Agenerates 228 bits of keystream. The last 114 bits of
this keystream are XOR-ed with the plain text, ffeet encrypting it into cipher text. The other 114
bits are used to decrypt an incoming burst, by XORing the keystream withigherdext, yielding

the plain text layer 1 burst.

The internal design of AB contains three Linear Feedback Shift Register (LFSR)s féérént
size, named R1, R2 and R3, as is shown in figure 7.2. These registéegeathegular clocking
through their clock bits. At the end of every step the three clock bits (bit &foand bit 10 for R2



CHAPTER 7. ENCRYPTION 77

and R3) are compared to find the value of the majority of these three bitse Tégisters with a clock
bit that is equal to this majority will clock. So at each step two or all three oféhésters will clock
and each register will clock with a chancef

When a register clocks its tap bits (for R1 numbers 13, 16, 17, and 1B2foumbers 20 and 21
and for R3 numbers 7, 20, 21 and 22) are XOR-ed and the resultinglid iginput at index 0 of the
specific register. All bits inside the register move on to the next index. Theekigiumber bits come
out the registers and are XOR-ed together to form a keystream bit.

18[17(16 13 . 0| R1

H H A
' A A A
AL TN T\
Y
. g
- «—21[20 0
Y, R2
A LJ' A
=
AL/
22(21)20 . 7 0 R3
LJ' A
Y Y
4 A4 A A
AL L N\l

Figure 7.2: Diagram of the internal design of the/AStream cipher.

The internal state of the Ab cipher needs to first be instantiated with two variables; the session
key (K¢) and the current frame number. The session key is a private key tthelt®and network can
compute (section 7.1.1) and the Frame Number (FN) is a public key that dé¢hetesrrent TDMA
frame within the Hyperframe (section 4.1). The frame number used in tfie #&up is encoded by
22 bits number we will calf. f consists of three fields T1, T2 and T3. T1 is encoded by 11 bits, T2
by 5 and T3 by 6. The definitions are given by the following equations:

f (22 bits)= T1T3|T2
T1 (11 bits)= FNdiv (51x 26)
T2 (6bits)= FN mod 26
T3 (5bits)= FN mod51

Where|| denotes a concatenation.
T1, T2 and T3 denote the frame number of the current TDMA frame modulsiteeof control
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and trdfic multiframes and superframes respectively. Note that if the encryptiqrehamn a triic
channel, then T2 denotes the position of the TDMA frame inside the multiframehdipipens on a
signaling channel than this index is stored in T3. Frame structures whetessésl in section 4.1.

The A1 algorithm runs as follows:
1. Setall the registers to ‘0’
2. Fori =010 63:

e clock all three registers
e R1[0] « R1[0] & K[i]; R2[0] « R2[0] ® K[i]; R3[0] « R3[0] & K[i].

3. Fori =0to 21:

e clock all three registers
e R1[0] « R1[0] & f[i]; R2[0] < R2[0] & f[i]; R3[0] « R3[0] & f[i].

Run for 100 rounds using majority clocking.
Generate 114 bits of keystream used to decipbacipher the nexdownlinkpackage.

Generate 114 bits of keystream used to decipkacipher the nexiplink package.

S L

Start again at step 1 with the saigand a new (current).

Steps 1 to 4 show the initialization steps of the/A&lgorithm. First the session key is clocked in,
then the frame number follows. These initialization parameters are clockedrimatly’. That is to
say all three will clock simultaneously for every bit of the frame number @&sdien key. After that
the initialization phase is ended by clocking one hundred times using the majodkiracexplained
above.

The internal state is then ready to produce the keystream. In steps 5 aaddégisters clock
irregularly for 228 bits. This results in 114 bits of keystream used forygrion and 114 bits used
for decryption. This handles the encryption of the next burst to tranamdittlae decryption of the
first burst to receive. After that the entire process repeats itself éonétt bursts in the next TDMA
frame.
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Trace 7.1: RR Cipher mode command

HEX |2 _data out_.B:194 Format B DATA (down)
000: 03 20 0d 06 35 01 2b 2b- 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b
0: 03 ————— 1 Extended Address: 1 octet long
0. 03 ———— 1- C/R: Command
0: 03 ——-000-—- SAPI: RR, MM and CC
0: 03 -00-———— Link Protocol Disciminator: GSM (no CBCH)
1. 20 —————— 0 Information Frame
1: 20 ———-000- N(S), Sequence counter: 0
1. 20 -—-0—- P
1: 20 00k-——- N(R), Retransmission counter: 1
2: 0d ————— 1 EL, Extended Length: y
2: 0d ————— 0- M, segmentation: N
2: 0d 00001%- Length: 3
3: 06 O————— Direction: From originating site
3: 06 -000-——- 0 TransactionlID
3: 06 ———-0110 Radio Resouce Management
4: 35 00110101 RR Cipher Mode Command
5: 01 ———-000- Cipher: AY1
5: 01 ——- 1 Start ciphering
5: 01 ———0-——- Cipher Response: IMEISV shall not be included

The Cipher mode command tells the MS to begin ciphering on the Um-interfacea R&lio Ret

source message and it contains two parameters - the algorithm to use fmirapim this case A4,

and whether the response (the Cipher mode complete message, tracedl@xshtain the IMEISV,

Trace 7.2: RR Cipher Mode Complete

HEX [2_dataout_.B:194 Format B DATA (up)
000: 01 01 08 06 32 2b 2b 2b- 2b 2b 2b 2b 2b 2b 2b 2b
001: 2b 2b 2b 2b 2b 2b 2b

I2_RRciphModCompl:2378 TRUNKATED (0xO0x7fff561d4ab9 Ox0x7fff561d4ab9)

With the Cipher Mode Complete message the MS acknowledges the receipt Gfpther Mode

Command (trace 7.1). This message also indicate that the MS has startethgiife@ommunication.

In fact this message is already transmitted under encryption. Becausauth@@software gets th
packages before they are encrypted, or after they are decryptarhmwstill read this message.
The message is for the largest part filled with fill bits - the “2b” encodings htessage is act
ally the largest source of known plain text. The only thing that can vary ipdlsible transmission
the MEs IMEISV in the Cipher Mode Complete message. Which would be eddondke fifth octet
of this message.

0: 01 ————— 1 Extended Address: 1 octet long
0: 01 ——— 0- C/R: Response

0: 01 ——-000-- SAPI: RR, MM and CC

0: 01 -00-——-- Link Protocol Disciminator: GSM (not Cell Broadcasting)
1: 01 ———- 01 Supvervisory Frame

1: 01 ———-00-- RR Frame (Receive ready)

1: 01 ——-0-——— Poll/Final bit (P/F)

1: 01 00G-——-- N(R), Retransmission counter: O
2: 08 —————— 0 EL, Extended Length: n

2: 08 ———— 0- M, segmentation: N

2: 08 000016-- Length: 2

3: 06 O————— Direction: From originating site
3: 06 -000-——— 0 TransactionlD

3: 06 ———-0110 Radio Resouce Management

4: 32 00110010 RR Cipher Mode Complete

e

—
1

Df




Chapter 8

GSM Security

This chapter discusses the security of the Ume-interface of GSM. Firstilvéouk at the security
goals for the GSM system as stated by the ETSI. Each goal will be distspseifically, looking
at its definition and the methods employed to achieve those goals. Then we wiittsome of the
weaknesses of the GSM system, by discussing some specific attacke. aftaeks are all directed
at the Um-interface of GSM, and for every attack the feasibility using fifeedable and open-source
equipment discussed in chapter 1 will be discussed.

This discussion therefore focuses on attacks using a modest budgee dttacks will often ster
from practical problems, which with enough resources to spend, ctildé avercome. E.g. trying
to break the ABL encryption would be possible real-time using a FPGA array, costing duemdred
thousand dollars [49]. These attack scenarios also assume a trustech&8Mk (other than the
Um-interface) and a trusted GSM provider and assume that ABcryption is being used on the
Um-interface. World wide this is of course not always the case, but in ridestern countries this
seems a reasonable assumption. If this encryption is not present, okerwea is used, e.g. A5,
then attacking the GSM system becomes much easier. This also excludes bytémk enforcers. In
many countries the police have means for lawful interception, which is accdatet by the GSM
system. Finally, this discussion will also assume a trusted ME and SIM module.

8.1 Security goals

The security of GSM is at an obvious disadvantage when compared to tnaditidred telecommuni-

cation networks, because of the availability of the radio transmissionsefbinetthe ETSI stated that
GSM security measures, where present, should provide the same leeelity at the Um interface
as corresponding items enjoy in fixed networks [50].

8.1.1 ETSI defined security goals

The ETSI considers five security goals in the GSM system:
e subscriber identity (IMSI) confidentiality
e subscriber identity (IMSI) authentication

e user data confidentiality on physical connections

80
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e connectionless user data confidentiality
¢ signaling information element confidentiality

We will now look at each of these properties in more detail.

Subscriber identity confidentiality

This property states that the IMSI should not be made available or disdloseduthorized individ-
uals, entities or processes. This feature should provide for identitgqyrand location privacy of the
subscriber and enhance other security features, like user dataeruiiily.

Subscriber identity confidentiality is achieved by allocating a TMSI to a MS aimtjithe TMSI
for all further communications. The ETSI recognizes that in some cagesylgen a MS does not yet
have a TMSI allocated (location registration, section 6.5.1), the IMSI is stilstrétted in the clear
on the Um interface. This is what is exploited by IMSI catchers.

Subscriber identity authentication

This is basically the authentication of the subscriber identity (INIBISI) by the network. This prop-
erty both protects the providers from unauthorized use of their network protects the subscribers
from communicating with an attacker impersonating an actual subscriber.

This feature is achieved by the authentication process, as describectionse2.5.1 and 7.1,
which can be initiated by the network at several times; most notably in locatigstnation and when
a MS requests a service. If an authentication fails the specific MS is dergedsato the PLMN.

User data confidentiality on physical connections

The reference to ‘physical’ connections here can be confusinghiauproperty refers to the privacy
of all communication made on ffic channels (TCHs). A physical connection in this sense is a
point-to-point connection between two MSs (via the other entities in the nefwork

This is quite obviously achieved through the encryption discussed in ¢hapiéhen no encryp-
tion is used by the network then this feature is of course not maintained. AaMSignal the network
with a list of encryption’s it supports, though the networks should degyM@ that do not support
A5/1 and A32. So MSs that do not support encryption should not be allowed atzesssvices of
a PLMN. A53 is not named as mandatory probably because there are still a lot of MEutation
that do not support AB. The ME should check whether one of the encryption algorithms is being
used (but not which), and signal the user if no encryption is used [BtHrestingly the specifications
offer the SIM module the ability to overwrite this behavior, keeping a ME silent witeencryption
is used [52].

Connectionless user data confidentiality

“Connectionless user data” refers to data transmitted between MSs whildgeoonnection exists
between them (which is covered by the previous goal). It does natteeignaling messages trans-
mitted on the Um-interface, which is the last security feature. In essenceothissadown to privacy
of SMS messages.

The ETSI states no functional requirements for this particular goal. Hemsseing how the
specification allows for signaling channels to be encrypted just like thectchannels, it would seem
that that is the way to achieve this goal.
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Signaling information element confidentiality

Formally this is defined as: a given piece of signaling information which isagbd between MSs
and base stations is not made available or disclosed to unauthorized intliyehiéies or processes.
This should achieve privacy of user related signaling information, like tloe@ number that is being
called. This security goal is only defined on the following selected informdidafs in the signaling
messages:

¢ the International Mobile Subscriber Identity (IMSI)
¢ the International Mobile Equipment Identity (IMEI)
e the Mobile Subscriber ISDN Number (MSISDN) of the callee during a mobitgirated call
e the Mobile Subscriber ISDN Number (MSISDN) of the caller during a mobileiteated call

Whenever a connection already exists, and these values are transméyeshdlald be protected.
The means of protection are not defined, but since there is no othentmitdde then encryption
of a bursts’ payload, this informally means that whenever these valugésasmitted, the carrying
channel should be encrypted. Note that a connection must alreadytbuistagain excluding the
transmission of the IMSI during sign on.

8.1.2 Other security goals

Next to the goals explicitly stated by the ETSI several other security goalsecthought ofLocation
privacyis one, but this is mainly covered by Subscriber identity confidentiaitghenticityandnon-
repudiationare covered by the Subscriber identity authentication.

A goal that the ETSI does not mentionAsailability. When we just look at the Um-interface,
both the availability of the network, and availability of the MSs is important. Naturalyill be
very hard to defend against an attacker who just jams the GSM freqgdnciecertain region, but
there are certainly other availability attacks imaginable. Some of those amibeéelsio Section 8.2.4.
Even though GSM was not designed to cope with these attacks, they coalddréous consequences.

8.2 Attacks

The security goals described above are achieved by the followingityemgasures:
e secrecy of the SIMs secret ke,

e one-way authentication of the MS via challenge-response

encryption both of the signaling channels and th&tr@hannels

secrecy of IMSITMSI relation

authentication of the user to the SIM, by the PIN code
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We will now look at some attacks against the security goals of the GSM systeiormped on the
air-interface. Because of the focus on the air-interface, attacksstgha PIN, which unlocks the
SIM, are not discussed. Also the provider and network are assunsddrisince an evil provider
could easily break all security goals, using just the standard operatibe G&SM system.

Animportant distinction between these attacks is whether they are activesivgnaActive attacks
described here always require transmitting by the attacker. This mealtisalaative attacks are much
more noticeable. Also in most countries these transmissions in themselvesadyllegal.

The feasibility of these attacks using the equipment mentioned in chapter lusshsowith every
attack. Because we have neither a license for operating a BTS nor traisngguipment, the active
attacks were all untested.

The attacks that are going to be discussed are:

Attacking confidentiality According to the security goals of the ETSI, when encryption is supported
all conversations, SMS tfizc and the signaling of the IMSI, IMEI and MSISDN should not be
disclosed to unauthorized parties. Here we will discuss three eaveduyagitacks that could
break this confidentiality:

e Passive eavesdropping: an attack that attempts to capture, decrypitemmiet GSM
signals passively.

e Active eavesdropping: this is basically a man-in-the-middle attack, that isrdager-
form than a passive attack, but the required transmissions can be detecte

e Semi-Active eavesdropping: this attack passively captures GSM sigmhihan actively
finds the key through a fake base station attack.

Location privacy and identity privacy attacks The GSM system needs to know the geographic lo-
cation of MSs, in order to route calls to the correct BTSs. These attackstte find out the
location of a subscriber. Also a MS transmits a unique identifier - the IMSlielwtould break
the subscribers identity privacy. Two attacks are discussed here:

¢ IMSI catchers: devices that attempt to recover the IMSI of the MS urttieska They can
break both location and identity privacy.

e Radio Resource Location Protocol (RRLP): software running onicestaart phones that
will reveal a MSs location. This only breaks location privacy.

Authenticity attacks Authentication of the MS should prevent attackers from impersonatingmauthe
tic subscribers. Two attacks are discussed that might break this:
¢ SIM cloning: if an attacker can clone a SIM, then he can impersonate thkat Si
e Fake base station attack: an attack mainly targeting SMS messages, attemptiagge ch
the content, receiver, or both.

Availability attacks The availability of the GSM system is not an ETSI security goal, so the GSM
system was not designed to prevent attacks on its availability. Two attazkissaussed:

e Network availability: an attack that attempts to make a BTS unreachable for MSs.
e MS availability: an attack that attempts to make MSs stop working.



CHAPTER 8. GSM SECURITY 84

Attacking implementations These attacks are not pointed against the GSM protocols, but against
the implementations running them. A short discussion is included here on &/ \@fregtacks
that in themselves fall under one of the previous categories, but thegalimplementation
errors for the attack.

8.2.1 Confidentiality attacks

Attacks against confidentiality attempt to retrieve the information transmitted geckyat least when
encryption is available. This refers to the final three security goals of & Etated in the previ-
ous section. The confidentiality of phone conversations, SMSs, and/tBe IMEI, and MSISDN.
Though the plain-text transmission of the IMSI during sign-on is excludeunh these goals. The
three attacks described here each attack all these confidentiality issule®es Inot matter whether
they intercept voice calls, SMS or encrypted signaling information. Thédmntiality of the IMSI
and IMEI are also vital for location privacy, so these attacks could aswked there.

There is commercial equipment on the market that can eavesdrop on GMHawever this
equipment is very expensive and sold exclusively to governments. ks ldowever show that an
eavesdropping attack is possible.

Passive eavesdropping

The process of trying to passively intercept and decrypt a GSM ptmmesrsation logically separates
into three steps.

I. Capturing the GSM signals and demodulating them.
II. Decrypting the resulting bits.
lll. Interpreting the resulting payloads.

First the GSM bursts themselves need to be captured. In this thesis thalppsgidoing this using
the USRP has been researched. The second step is dependenttoii arha encryption is used.
Also even when encryption is used some bursts are always transmittechyted. The final step,
interpreting the bursts, is not going to be a limiting factor. As several exanguedrthroughout this
thesis show, several bursts can already be interpreted without atyetnaging the AirProbe project.
Each of these steps we will now look at in further detail.

I. Acquiring Signals  Capturing the signals between MSs and BTSs is still the hardest parted-eav
dropping on conversations. It is not impossible, but it is hard when usilagively cheap hardware
like the USRP. This is because of the frequency hopping employed on m&s. BJsing the Air-
Probe software out of the box, will help you receive a single carrigherm downlink. To capture
an entire conversation when frequency hopping is used, you will neet/do gather all the bursts
on all the diferent frequencies. There are two general approaches to achigve th

1. Letthe USRP follow the hopping sequence.

2. Capture all possible frequencies and attempt to follow the sequenpeafis.
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Approach 1 requires a lot of processing inside the USRP’s FPGA. Ap#énameters for the hopping
sequence need to be retrieved from control bursts, then the hopmjogrsee needs to be calculated
and followed for every TDMA frame. However there is a high chancegbate of these parameters
are transmitted when encryption is already enabled, and the networkweaysalommand a new hop-
ping sequence under encryption. This makes it a necessity to breakcttyption really fast, which
is currently not possible without serious investments. Currently the FP@#ics all the Gnu Radio
specific functions to sample a certain frequency at a certain rate andhsselsamples to a com-
puter. So a lot of implementation is still needed here. It is questionable wiatbarthe USRP2's
much faster FPGA will be able to decrypt messages and then compute thiadiepguence in time.
This approach might need additional FPGASs, and thus additional costsll mffp However it is an
approach that should work for every BTS and regardless of the armbtnaffic.

The second approach requires the capture of large amounts of dagaprdiblem here lies in
reducing the data the USRP sends on to the computer. A hopping sequesnoeagimally hop
between 64 carriers. These carriers are all 200 KHz wide, and caprbad out evenly on the entire
GSM spectrum. So worst case the attacker has to capture the entire GENfdraB SM900 this is
25MHz for the up or downlink). The problem here is data throughput t?theRemember that each
sample of an USRP is represented by two 16 bit numbers (section 1.2). oiSiRP1's USB2.0
connection this means that the maximum bandwidth that can be sent to the coispubeind 8MHz
(8MHz x2 x 16 = 256Mbit/'s). The USRP2’'s GBE connection can manage around 30MHz, which is
enough for one sided capture of GSM900. However this would requérbdlt computer to be able
to process 100 MByfs of data (25MHz<2 x 16 = 800Mbif/'s) and even 200 MByts for both up and
down link, which is too much for most PCs.

Of course some optimizations are possible. As said a BTS can never serestite GSM fre-
quency band. This means that you can already discard all carrieve #iw top frequency and all
carriers below the lowest frequency of a specific BTS. However ghato@ch will not work for every
BTS, since the maximal number of carriers (64) a BTS can serve, is still teb fiou this approach.
Also if the top and bottom frequencies are too far apart, this approachisadlhat work.

Another optimization would be to have the FPGA discard all channels thatioetvatic on them.
However if too many phones are active at the same time, then this will not help. niuould be
even better to have the FPGA interpret enough of the bursts, so it cauldeop some that are
not a part on the conversation the attacker tries to capture. Howevelptiniszation sees the same
problems as those with the first approach because it requires a lot Fe¥@pgutation.

The objections stated above however, do not form a problem if the Bifig b&acked does not
employ frequency hopping, or only transmits on a few frequencies in agpgutrum. On such BTSs
eavesdropping using an USRP seems a genuine possibility. Regrettablgdleen to be no numbers
on how many, if any, of the BTSs match one of these conditions. This makaslitd estimate the
risk in the current situation. During this research only a handful of B¥&= observed, but none of
those fulfilled these conditions.

Currently the second approach seems to be the one that most people inRhgbaicommunity
believe is the correct one to follow. It does indeed seem the easier wawittua higher chance of
success (on at least some BTSs), though the FPGA programming nesdesl iy no means a simple
task. At least no one has communicated a way to tackle this. This approagiratiéibly not work
for every BTS, but a working implementation for some BTSs is enough fofttiRrobe community
to show that they can listen in on GSM.
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II. Breaking the Encryption  For most providers in most Western countries breaking the encryption
will currently equal breaking the A% cipher. The ABL cipher was explained in detail in section 1.8.

Several weaknesses have been spotted ji siice its internal structure was published [53, 8, 54]
(and some even before that [6]). However in the past half year sigabproject has emerged to ac-
tively break A31 [25, 49]. This A31 cracking project mainly consists of creating large tables in a
generic time-memory tradeffo It is pretty much the same tactic that was shown two years earlier
by Steve Muller and David Hulton [55], who also computed large tables, &rreleased them.
The distinguishing factor of this new project is that instead of computing tHegtalb a single point
everybody on the Internet can join in and compute a table and then shareviddit torrent [56].

The code to compute these tables can be downloaded and it runs on cerégioftyNVIDIA and ATA
graphics cards.

Further discussion on the A31 cracking project The idea behind these tables is as follows.
The contents of several bursts that are sent after encryption is drabtee Um interface can for the
most part be guessed. This gives known plain text samples. XORingplaisdext samples with the
actual cipher text reveals keystream samples. The tables now functocoale book with 64 bits of
keystream that are mapped to internajAStates producing that exact piece of keystream.

A swift look at the internal design of A% (figure 7.2) learns that the internal state has 64 bit
positions, leading to & possible internal states. That number is too large to be able to map all
internal states. So instead of just storing an internal state and its 64 bitgstfdam, they actually
compute large chains where for each link the 64 output bits are again sitiee iaternal state. They
only store the begin and end points of these chains. Now when a piecgsbfdam is recovered, the
attacker starts to make a chain out of this keystream, but for every linkdukskvhether the resulting
value is stored in its table. If the attacker finds a hit, then the attacker caverabe internal state
by computing the original chain from its stored begin point. This shrinks treedizhe tables, but
the attack time is increased and the tables no longer guarantee that an istienabn be found. But
a much bigger problem that surfaces with this approach is chain mergersragdiferent internal
states will compute the same 64 keystream bits causitereint chains to ‘merge’ and cover the same
part of the key space. This makes the tables much Iésstiwe. To counter some of these problems
a combination of two techniques, one to decrease the attack time and onedasgeitre number of
chain mergers, is used. Those techniques are distinguished pointsridowiwgables respectively.

Distinguished points decrease the attack time because you only store vattdfilha certain
criteria. This way when attacking, an attacker does not need to querylleefta every value,
just those values that also satisfy the same criteria. Distinguished points dsuéitl from chain
mergers, which is exactly what rainbow tables help to decrease. By pa@nipia slightly diferent
computation (dferent rainbow color) for every link, chain mergers are drasticallyedesed. Though
the attack time will increase exponentially with the number of links. In thiglASacking project
a table is created by computing chains until a distinguished point is reachedwhich a specific
transformation is performed on the current value (adding a new rainbtav)c The computation
then continues with the resulting value in the same way, for 31 distinguishets pdéihen the thirty-
second distinguished point is reached then the actual end value that. stor

The reason for using both distinguished points and rainbow tables wasntoire® the positive
sides of both optimization techniques in one. However, intuitively it seems tisatlHo combines the
downsides of using both distinguished points and rainbow tables. So trestilt be chain mergers
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inside a single rainbow color and the attack time increases because theratieal#te to compute the
attack for all the dierent links/ colors. The projects documentation is vague on why this approach
or these parameters where chosen.

Because of the chain mergers, a certain number fééréint tables need to be produced. Those
tables also need to cover a certain amount of the entire key space. Ahgctwdhe projects docu-
mentation around 380 tables with heigif2 are needed to have a 50 % chance of finding the key
with the current amount of known plain text in mobile calls. In the first few mewith2010 several
tables have shown up via bit torrent. These tables on themselves are onéyna.rfibe end, decrypt-
ing conversations, requires a search tool to search within these taldessgime keystream samples.
This search tool has not yet been released. m|

On the other two encryption algorithms we can be brief/2A8as been shown weak or broken
several times [57, 58]. Barkan et. al. describe a cipher-text-only attadky/2 that only requires a
few dozen milliseconds of cipher text and computes in less than a secorukosomal computer [53].
A5/3 very recently saw a theoretical break [48]. This attacks requiestdsen plain text messages
encrypted under related keys. For now this does not lead to a pradtait an A33. At the moment
of writing no attack on AR is feasible, the future will have to prove whether this remains so.

lll. Interpreting the bursts  After the demodulation and decryption steps the bursts need to be
interpreted. AirProbe is currently the best open-source tool for thisitlzan not yet interpret all
bursts. For one, deciding which type of burst is received is decidetthdgtandard, most likely,
division of the broadcast channel, instead of making this decision basthe dourst. This means that
the results are worse when BTSs use non-standard division of thedasiachannels. Also currently
the AirProbe srifers can not decode any of the CCCH messages. Furthermore AirPrafily &ble

to listen to the downlink (BTS~> MS) of conversations. Currently a lot of development to Airprobe
is necessary in order to be able to interpret the uplink bursts.

Finally, it is worth noticing that development on AirProbe seems to be very lsitmly. The last
couple of months have seen no new functionality updates, and a lot of fifa&as® projects inside
AirProbe do not even compile at the moment. This mostly seems due to the limited nofnalotive
developers with intimate knowledge of the workings of GSM.

Active eavesdropping

Due to the one way nature of the authentication (the MS authenticates to théo@Ti&t the other
way around) the GSM protocol is vulnerable to a man in the middle attack. Arkatteould set up
a false base station towards the MS and a false MS towards the BTS. Thiailedlechematically in
figure 8.1, where the authentication shown in 7.1 is being attacked by a ntae-middle.

The interesting part of this figure is in the setup of the ciphering steps. ifheulty for the
attacker with this approach is getting tkg from the MS through the “RR CIPHERING MODE
COMPLETE” message, before the communication with the network, waiting fesponse SRES,
times-out. The maximum time the network should wait, according to specificatioR, sedonds.
The only cipher text that the attacker has to work with is the 456 bits “RR CHFANE MODE
COMPLETE” message and its possible retransmissions. Until the attackesskhe session key
he can not communicate to the MS after he has sent the “RR CIPHERING MODEMAND”
message, because after that the MS only expects encrypted messagesdify to Barkan et. al.
[53] the time and cipher text limitations should not form a problem when paifay this attack. It is
unknown whether such a man-in-the-middle attack has ever been testédgiia
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Figure 8.1: A Man-In-The-Middle attack on the GSM authentication.

An alternative for this approach would be for the attacker to set up 0 @® encryption) con-
nection to both sides. However this would be a more noticeable attack. The M shigw the user
that no encryption is being used. Also the Network has to accept that theogksnot support any
encryption algorithm and switch to AB which might raise suspicion on the Network’s side.

Naturally these man-in-the-middle attacks are already noticeable. It redraresmissions by the

attacker, which can be spotted.

The success of such an attack hinges on the successful emulation 8f(@dB/A&rds the MS’s side)
and a MS (towards the Network’s side). An attacker is able to act as aruBihg§ an USRP and the
OpenBTS software. Currently however there does not seem to betiware allowing an attacker to
act as an MS. The attack itself seems feasible, but it would require a lair&ftevget general purpose
hardware, like the USRP, to act as a MS. It might be possible for an attaxclkee an actual ME and
simulate the SIM card. This would make the implementation job of an attacker a let,dsecause
low level actions, like synchronizing with the BTS and following the hoppingueeace, would be
handled by the phone. This suggestion has been made several times inRh@Aicommunity, but
no account seems to exist of someone actually trying this.
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Semi-active eavesdropping

If an attacker solves steps | and Il of the passive attack - so if he id@blpture GSM communica-
tion, and interpret the bursts after decryption - then there is an altermatbreaking the encryption,
which is finding the session key. Finding the session key is an active dbigtcthie active part of this
attack can take only a couple of seconds, while the rest of this attack conbepassively, minimiz-
ing the time window in which the attack is detectable.

The signals transmitted during authentication are sent in the clear. If anattaelble to capture
those signals, then he knows the challenge (RAND) as shown in sectiora? Wah send to the MS.
Assuming the attacker also stored some encrypted communication after thtaetogith the frame
numbers in which this communication took place, then he is ready to activelyrgaghgession key.

If at any point later in time the attacker performs a fake base station attack sartie MS, having
it sign on to his fake base station and perform an authentication procedthrthe same RAND that
was used for the tapped signals, then the MS will compute the same sessidkftiee\all its secret
key and the A3 algorithm will not have changed and the RAND is the sameegeshltingK; will
also be the same. Now in order to find out this key the attacker can make asetber weakness
in the GSM system, namely that a MS will use the same key for every encrypgoritam. So if
the attacker sets up a new encrypted communication between the corrufeah8The target MS,
he can have them communicate through ariAééncrypted channel. Using known attacks o235
the attacker can recover the session key in a matter of seconds, like in thiethaamiddle attack
of section 8.2.1. After that the attacker can stop the active attack andsitagtthe recovered session
key and correct frame number on the recorded signals and decrypt the

This attack has the benefit of working for every encryption (so evgB)A&s long as MSs support
weaker encryption’s (if the original encryption is too strong) and usedmee key for all encryption
algorithms.

It is an active attack, but the active attack time is much shorter than durinty aaftive attack.
This is useful for attackers because generally active attacks cantdetete Naturally this attack
sufers from the same practical implementation problems detailed in sections 8.2.1a1@d2312.1,
when trying to perform it using the USRP.

8.2.2 Location privacy and identity privacy attacks

The IMSI is the main identifier in the GSM system, and a lot depends on thecgexiréne IMSI. The
GSMA's security goals clearly state that the IMSI should be protectedygp@int except during the
sign on procedure, or after a failed TMSI identification. In order to mtdtee IMSI it is immediately
replaced with a TMSI, which is transmitted in encrypted form to the MS ancesuiently used as the
identifier for this specific MS while inside the VLR area.

Because the IMSI uniquely identifies a MS, and because MSs are oftexd liokpersons, the
leaking of the IMSI can break the anonymity of the subscriber. If an attackn link the IMSI to a
location, then he can break location privacy. Depending on the situatinigté find out either where
the victim is, or who are all present in a current location. Because le#tkinid/1S| can endanger both
location and identity privacy, these two are combined here.

Ideally the IMSI« TMSI relation should remain a secret. Due to some form dficranalysis
this relation could possibly be revealed, buffiganalysis will probably be limited to just a couple of
cells at the maximum, because of the extreffi@ereneeded to place receivers in many cells. However
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IMSI catchers could reveal this connection. IMSI catchers are theatiesck discussed here and they
can break both identity and location privacy. The second attack disthsse, an attack on the RRLP
protocol, only break location privacy.

IMSI catchers

IMSI catchers are already employed by law enforcement agencies todtritie IMSIs of the MSs
that a suspect is carrying. With the IMSIs they can e.g. order taps o Wh8s.

As we have seen in sections 2.5.2 and 4.5.1 the IMSI is transmitted in the opeS$and the
BTS during sign or location registration. So at this point the IMSI can be intercepted. This ia not
violation of the ETSI security goals, since at this point no secure connduie been established.

Intercepting these IMSIs can be done in two ways, passive and active:

¢ In passive interception an attacker simply listens on the AGCH channel @5a Bfter a MS
has sent a message, which includes its IMSI, on the RACH that it wants t@sjghe BTS
will respond by granting the MS a signaling channel. This response comg®AGCH and
will be addressed to the IMSI. So listening to that channel will result in sdf&id, though an
attacker will probably not know whose MSs these IMSIs belong to.

e A much easier way would be an active fake base station attack. If an attiakis a fake base
station, seemingly from the correct provider, in the neighborhood ofibtgnwMS, then this
MS will try to register to the fake base station. Probably the MS will start sgnigsnTMSI,
which the fake base station will reject, resulting in the MS transmitting its IMSI. fdéjuthe
attacker would have to make sure that the reception from his fake basa stdtietter than the
reception of the current serving BTS. This attack, being an active attaokbe detected. This
is typically how industrial IMSI catchers work.

The active attack will expose the IMS$h TMSI relation that existed in the current VLR area. So it
is possible to reveal this connection, though the MS will not use this TMShadter it was rejected
by the fake base station. Once it returns to an authentic BTS, the MS will thifiki& invalid and
identify itself with its IMSI, like in a sign on, and receive a new TMSI. So fibpeeviously intercepted
communication in the VLR area, the IMSb TMSI relation can be revealed. To reveal this relation
for all subsequent communications, until the next TMSI reallocation, aim#éme-middle attack like
described in section 8.2.1 could be used.

In principle this attack breaks location privacy. It reveals IMSIs pnegea geographical area (the
area of the fake base station). However this is the area in which the aftackeleast his equipment,
is already present. Informally this attack reveals “who is here?” andwiogfe is he?” Note that this
does not make this attack irrelevant just because it is infeasible to usdatlfaving a victim within
a large area. Because of the small geographical scale it is for instaggecelink a MSs IMSI to a
subscriber. An attacker could then scan for this IMSI at certain af@athis attack could be used to
judge how crowded a certain area is.

Implementing an IMSI catcher, using the USRP seems fully possible. UsingBJjgwill al-
ready make a BTS out of an USRP. Changing an OpenBTS implementationNtShcdtcher seems
a straight forward adaption. Though we did not experiment with this, dtigettegal restrictions on
operating a BTS. Alternatively an attacker could use OpenBSC, buttem®XS would be needed.
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Radio Resource Location Protocol (RRLP)

During a large scale test of OpenBSC at the HAR conference in 2000 pe@BSC community
noticed that several smart phones supported the Radio Resourde®hd@atocol (RRLP) [59]. The
RRLP can be used to request the MSs location by the network. This locaticgitber be determined
roughly through measurements of nearby BTSs and delays of transmittasg, lau if the ME supports
it more precisely through GPS.

If the ME has an active RRLP client then the MS will transmit its location to the rmétwpon
request, without any form of authentication. Naturally this breaks locativaqy.

This might not seem that terrible, because in order to transmit the RRLP cairemndrreceive
its answer, the attacker already need to be in the neighborhood of his victimaliteady roughly
knowing the MSs location. However, what is most worrying about this is shhscribers do not
know whether their ME supports the RRLP and have no way to shdk.itTdis again stresses the
closedness of the GSM world.

8.2.3 Authenticity attacks

In a GSM context authenticity attacks typically entail an attacker either trying tersopate a sub-
scriber, or trying to alter the content of the communications between two rdndasc

In order to impersonate a subscriber an attacker would have to identify Ihivigethe victims
IMSI and pass the authentication by the network. Because the netwarkistimose a dierent chal-
lenge for every authentication, the attacker needs to be able to computerbsponding response.
For this the attacker would need the secret Key This key is only stored in secure memory of the
SIM card and at the providers authentication centre (AuC). The skeyes never transmitted and
there should be no way the secret key can be derived out of the Bt®r then querying the AuC.
Assuming the providers protect there AuC adequately, recovering df;td@ectly should be very
hard. However the secret key is used in the A3 and A8 algorithms, whicht ipigkide an attack
window. This is what the SIM cloning attack described below attempts.

If an attacker wants to impersonate a subscriber towards anotheribebdtren he could also use
a fake base station attack. In this attack the attacker acts as the GSM netdt@dramake fake calls
or SMSs to a connected MS. This is not a man-in-the-middle attack as wagdésa section 8.2.1,
because the attacker does not act as a MS towards an authentic nétin@ikiS| catcher described
above is also a fake base station, but thBedénce here is that in this attack the fake base station also
communicates to the user of the MS.

An attacker trying to alter the content of communications is actually an attacksagategrity.
The only way to attack integrity in a communication between two subscribensmags they are
not both within the reach of the attacker, would be to act as a man-in-the-mitditlie attack was
described in the confidentiality context as the active eavesdropping atation 8.2.1. This man-in-
the-middle would have to be placed between one of the subscribers utatdrand its base station.
Attacks on integrity do not seem very problematic in voice calls, for obvieasans, but for SMS
messages this attack could very well work.

SIM cloning

An attacker can try to clone the SIM of a subscriber. The attacker canideetify himself as the
victim, either just towards the network allowing him to make calls that will be billed tovitim,
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or also to another subscriber. The attacker would probably get thedsedts if he uses his cloned
SIM at the time his victim is not signed on to the GSM network. The GSM specifitassume the
IMSI to be unique, it is not directly clear what would happen if two identié&6ls are signed in on
the network at the same time. This is of course detectable in the back-end®&esystem. It is
unknown if providers try to detect this.

Cloning the SIM means basically finding its secret key. The secret key&asinput to the A3
and A8 algorithm. Once the original A88 implementation (Comp128v1), discussed in section 7.1,
was reverse engineered, a weakness was soon discovered¢dkspionse (SRES), computed by the
A3 algorithm on the challenge (RAND) and the secret kgycan actually leak information of the
secret key. With about 150.000 chosen challenges the entire segiedrkbe revealed.

The easiest way to perform this attack is with physical access to the StM Aarattacker can
construct a SIM reader which can reveal the secret key in a short@dje [

More interestingly is of course the feasibility of this attack via the Um-interfdé¢ging a fake
base station an attacker could get a MS to connect to his fake base statisrfakehbase station
would then need to keep sending authentication requests to the MS. Thissatéank at all possible
[61], but it would take a long time, in which the fake base station can be spdéttealduring this time
the victims MS would not be able to make or receive calls and the ME would plpkaperience
some battery drain. Nevertheless such an attack might be possible durinighihe The fake base
station attack is discussed further in the following section.

Since Comp128v1 several newer versions have been introduced.unkiown what type of
A3/A8 algorithm is currently used by providers. Most/AB algorithms are proprietary, so they have
never seen any public scrutiny.

Fake base station attack

If an MS is connected to a fake base station an attacker could interceptrathenications made by
the MS, and act as the person being contacted. The attacker could alg¢e gotiamunications to the
MS, again impersonating who ever he wants.

Since the base stations do not authenticate themselves to the MSs, all thatdd heee for the
attacker is to operate a BTS in the vicinity of his victim. The attacker needs to nia&etst his
BTS transmits on a beacon frequency of the victim’s provider, and thatTstBansmits the MCG
MNC of the same provider.

Implementing such a fake base station using e.g. OpenBTS seems fully passiblgh again we
did not experiment with this, due to the legal restrictions on operating a BA& stibscriber might
notice that he is under an attack if the fake base station attack is continuedrongh. Because
he is no longer connected to his provider no call can be made to this MS lladbgahe MS will
end up anywhere accept at the attacker, and calls made by the MS wilbpeaaon bills. A short
lasting fake base station attack however, e.g. only to transmit one fake Sktagesto the MS, seems
entirely likely.

8.2.4 Availability attacks

Here we discuss some attacks that were coincidentally all demonstrate2@0SMECC conference
in Berlin. One against the availability of the network and a few against th&hbilay of MSs. Both
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attacks are active attacks.

Network availability

Dieter Spaar demonstrated a Denial of Service (DoS) attack against §6RJ. S-or this attack he
used the only known phone that has a reprogrammable base-band efiigNt80 with a Tl Calypso
GSM chipset. The baseband chip is responsible for all low level actioesthélowest layers of the
Um-protocol. All other baseband chips are closed source devicesrthabed to reprogram. The
source code together with a compiler for the Tl Calypso leaked at some pw@iking the TSM30 an
easier reprogrammable phone.

This attack is targeted at the sign on procedure. As a reminder, the sigoaedpre is initiated
by the MS sending an access burst on the RACH. The BTS will then eesesignaling channel
for the MS and assign it to the MS by responding with a “immediate assignment” codhorathe
AGCH. The MS can then tune to this signaling channel and start communicatimghe BTS. This
procedure was detailed in section 4.5.1.

In this attack the TSM30 is reprogrammed to transmit access bursts confinoaube RACH.
Without ever looking at the responses on the AGCH. Tfiiects of this attack are twofold, first the
continuous transmissions on the RACH can disturb the transmissions of ggvi8is And secondly
all the correctly received access bursts will prompt the reservatiorsiginaling channel. These sig-
naling channels are released after some time, if rfiidria received on them. However the reservation
takes long enough to exhaust the supply of channels.

At this point the MS has not yet needed to authenticate itself. No informatitired?!S has been
transmitted yet, making it an anonymous attack. Though the source of thenisaitns might be
located.

This attack &ectively renders one BTS useless for all MSs that might want to conméctT his
attack does not influence open connections. If a MS is already in arsatian via a BTS, this con-
versation will not be ffected. But when the conversation is ended it will be very hard to stamwva ne
one via this BTS.

This attack requires a TSM30 phone. These phones were mainly soldim Blexico and Chile
around 2003. They are very rare now. However it seems entirelipfedas implement such an attack
using a USRP. It would simply entail the USRP continuously transmitting accestson the correct
frequency. With the current state of the software some implementation willdaede Although the
implementation would be quite simple.

MS availability

Attacks on the availability of MSs are of course also possible. In the piagamon the ABL tables
Chris Paget noted that OpenBTS was able to send a “you have beeri steksage to MSs [49]. The
effect of this message fiiérs per phone models, but it can range from requiring a hard releéarteb
functioning again to completely shutting down for good. This of course i easy DoS attack.
According to the presentation this attack was stumbled upon simply using a UBRPp&nBTS.

In another presentation, also at the 2009 CCC conference, Collin Mulireeved how to disable
MSs through malicious SMS messages [63]. This has to do with the so calledi@eAir (OTA)
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functionality in GSM. The OTA functions allow the installation of software on a ilegthone through
signaling messages [52, 64, 65]. He showed he had successfullyeatiéiones, and smart phones
running Android and Windows Mobile. These attacks only work on smashes because ordinary
MEs will not be able to run the malicious programs that are being installed.

8.2.5 Software errors

Besides all the attacks discussed in this chapter it is interesting to note tretsimgyly more attacks
are being found in GSM software [63, 49, 66]. Only in the last year pnéth the rise of initiatives
like OpenBTS and OpenBSC, it has become possible for the general gt their mobile phones.
At the moment it seems like only a very select number of people are workitgignand yet they
have already found an alarming amount of bugs. This begs to questidmjghorough the GSM
equipment has been tested. Even though the specifications to GSM are foo#h part public, the
implementations are not. Only a few corporations make the actual low level Gareent like
the baseband processors in MEs. Any software mistake found in a siriglka¥®l a major chance
of occurring in many more dierent MEs. It seems likely that we will see a rise in attacks on GSM
implementations.



Future Work

A lot of practical work is still needed into the AirProbe project before itdrees a useful GSM
protocol analyzer. Firstly it should be improved to actually be able to deabidmirsts correctly,
but most importantly a solution needs to be found for the hopping problemhwas described in
section 8.2.1.

AirProbe limits itself to the downlink side of the air interface - cell tower to mobilenghdCap-
turing the uplink side would be the logical next step, when the down link ciagtworks.

With tools like OpenBTS and OpenBSC, implementing the network side of the GStdrayit is
a lot easier to test GSM equipment in a test environment. Though you needsdifor this. Similarly
it could be very useful to have an implementation of a mobile phone. In thedges of writing this
thesis the OsmocomBB project was introduced, which does exactly thal{@$till in early stages,
but the use of this project might prove a serious help in GSM research.

The flexibility of the USRP and Gnu Radio allow them to be used for reseat@imiany diterent
systems. With this relatively cheap equipment it is possible to capture sigoatsdit kinds of
wireless protocols, like WiFi and GPS. So other protocols that, like GSMg Baen little practical
research because of thdfdiulties in signal capturing and processing can become open for further
inspection.

A good example of this would be UMTS. This system is being deployed worlé &l might
replace GSM in the long run. The practical problems with capturing UMT Safsgare greater than
with the capturing of GSM signals. UMTS'’s frequency bands are wideinkiance, and it employs
a more complicated multiplexing technique wher&eatent phones communicate at the same time
on the same frequency, but their signals are modulated usinfiemedit code. So capturing these
signals will be even more challenging than capturing the GSM signals. Evenvsould be inter-
esting to judge the feasibility of capturing UMTS signals with the open-sowmare and software.

When just looking at the GSM system, it might be useful to research posstbtlitimcrease the
GSM security. Naturally GSM’s successor, UMTS, is already being gepland UMTS’s security
is superior to GSM’s - e.g. UMTS has mutual authentication between BTS &dHdwever it is
unlikely that UMTS will replace GSM completely within the next decade and in thertiene attacks
against GSM will only become more feasible.

It is of course not easy to adapt the GSM standard without invalidating lgugntities of GSM
equipment. An approach that could be researched, is to replace the filh IEB8SM bursts with a
random sequence, instead of the current “2b” encoding. Doing sidwemove a lot of the known
plain text which is essential for the Abcracking project. A lot of bursts encode the length of their
information elements in the second layer header, seemingly removing thearesedtbindard fill bit
pattern. Naturally the success of this adaptation would depend on the impléioeofathe GSM
stack on most mobile phones.
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Another approach that is already seeing interest from several conafneacties is the deploy-
ment of an extra secure channel on top of GSM. Often this requires ticbgse of a new mobile
phone, which ffectually creates a secure tunnel on top of GSM, analogously to a SSH timiop
of TCP/IP.

Finally, a subject which mostly falls outside of the scope of this thesis, buthwhilc probably
become very important, is the security of the mobile phone itself. Modern mololegsh especially
smart phones, are now serious computational platforms. They combim@kesmmunication chan-
nels; next to GSM and UMTS, phones can also support Blue tooth, WiFs, @Hirect link to a PC
and an RFID reader. All this increased functionality also makes it eagi@nfattacker to try and
run malicious code on a victim’'s mobile phone. It is very likely that for most ageck will be
much more #icient to attack a series of mobile phones through its software than to attemgpitthee
attacks detailed in this thesis.



Conclusion

The GSM system proved hard to understand. Even though most of theicgens are publicly
available, the sheer amount of documents and information can be overwbeliflere are many
helpful sources to get a broad overview of GSM, but when lookingafarore detailed perspective
very few sources remain and those that do often contradict each other.

In this thesis the overview of GSM is by no means complete, but hopefully it @lifl s a sort of
stepping stone for those who want to learn the details of the air-interfa6SHr.

The publicly available specifications of GSM are in contrast to the extremedgdl@ SM industry.
Only a couple of companies in the world create the core GSM equipment, likasledlnd processors
in mobile phones. All of these implementations are closed-source and ofttexstusively to GSM
providers. The immediatefect of this closed nature of the GSM industry is that billions of people
walk around with a device, of which hardly anyone knows, or has vdrifidat it does.

Until recently there has only been theoretical research into GSM sechAtlitthe strengths and
weaknesses of the GSM protocols are more or less known. Now, fidtidable and adjustable tools
like the USRP and Gnu Radio, more practical research becomes possitsdecem actually test the
implementations we rely on.

Several new attacks have been demonstrated against specific implemsratiaBM, like the
use of the RRLP protocol to get the location of a mobile phone and disablingenpbiones over the
air interface (sections 8.2.2 and 8.2.4 respectively).

Implementations of simple theoretical attacks, like building an IMSI catchelswendthin reach
in the current situation.

The more complicated theoretical attacks against the GSM protocol hquaesatill problematic
to implement. Eavesdropping for instance, whether passive or via a mhae-middle, is a long
way from realization. Though it is feasible, considering the commerciailpemnt sold for this
purpose, there exist a lot of practical problems when trying to implement $img just the open-
source hardware and software. Most of these problems result fremsth of frequency hopping in
GSM, which was originally designed solely to improve transmission quality.

This is not a plea for releasing a turn-key attack tool, but to give sulegsrihe ability to verify
the workings of GSM, e.g. to check whether, and what kind of, encmypsidoeing used to protect
their conversations.

The practical problems that at the moment prevent a general attack toghigawith the specific
practical situation. Frequency hopping might not be employed by a speelfitower, or the cell
tower transmits on only a few frequencies that lie close together. In fasit Boaer might not even
use encryption. In those cases many attacks become much easier, boitneekshow if and how
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many cell towers have such a configuration. During this research ahadxs cell towers used both
frequency hopping and encryption.

Itis clear that in the current state-offairs the open-source GSM projects have made some attacks
more feasible. However the impact of these attacks seems small for now.

The open-source GSM projects have not yet directly worsened tfielentiality of conversations
over GSM. Despite many recent claims to the contrary no actual conversatsobeen captured and
decrypted, and it will take a lot offfort before the current problems preventing these attacks are
solved.

Itis hard to predict how long it will take the current community behind thesmegmurce projects
to solve these practical problems. Though reactions from the communityesagen the recent rate
of development in for instance AirProbe do not show much progress.



Appendix A

|dentifiers

Overview of commonly used identifiers in GSM.

Acronym Full name Consists of Size Identifies
ARFCN  Absolute Radio Fre-ranges: 1-124, 512- max.4 Identifies a specific uplink and
guency Channel Number 885, 975-1023 digits downlink frequency channel.
BCC Base station Color Code value range: 0-7 3 bits Identifies one of edgptimiy
sequences a BTS can use on
the CCCH and dferentiates
between neighbouring cells.
BSIC Base Station Identity NCC+BCC 6 bits Two neighbouring cells can
Code never have the same BSIC.
CCN Country Code Number - 1-3 digits  Uniquely identifies a country
or region.
CGl Cell Global Identification  LA+CI 14 digits  Uniquely identifies a single
cell.
Cl Cell Identity - 2 bytes Uniquely identifies a cell in-
side a LA
CKSN Ciphering Key Sequence- 3 bit Identifies a session key that
Number was established during au-
thentication.
HSN Hopping Sequence Num-value range: 0-63 6 bit Identifies the hopping algo-
ber rithm used.
IMEI International Mobile - 15digits  Uniquely identifies a ME.

Equipment Identity

since 01-Apr-2004 it contains
model and revision informa-
tion, prior to that date it con-
tained a manufacturer code.

Continued on Next Page. ..
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Overview of commonly used identifiers in GSM — Continued
Acronym Full name Consists of Size Identifies
IMEISV  International Mobile IMEI+SV 16 digits  Uniquely identifies a ME plus

IMSI

LAC

LAI

MCC
MNC

MSIN

MSISDN

MSRN

NCC

NDC

SN

TMSI

TSN

Equipment Identity and
Software Version

International
Subscriber Identity

Location Area Code -
Location Area ldentity MCG-MNC+LAC

Mobile Country Code -
Mobile Network Code -

Mobile Subscriber Iden- -

tification Number

Mobile Subscriber ISDN CCN+NDC+SN
Number

Mobile Station Roaming CCN+NDC+TSN
Number

Network Color Code -
National Destination -
Code

Subscriber Number -

Temporary Mobile Sub- -
scriber Identity
Temporary  Subscriber-
Number

Mobile MCC+MNC+MSIN 15 digits

4 digits
10 digits

3 digits
2 digits

10 digits

max.15
digits not
counting
prefixes
max.15
digits not
counting
prefixes

3 bits

2-3 digits

max.10
digits
4 bytes

max.10
digits

the version number of its cur-
rent software. The SV digits
of the IMEISV are allowed to
change over time.
Uniquely identifies one sub-
scription worldwide.

Uniquely identifies a location
area within a PLMN.
Uniquely identifies a location
area.

Uniquely identifies a country.

Uniquely identifies a PLMN
inside a country.
Uniquely identifies a sub-
scriber inside a PLMN.
The directory number of a mo-
bile subscriber.

Temporary number assigned
by the serving VLR. ldenti-
fies a subscriber within a VLR
area. Used to route incoming
calls to the subscriber.
[erentiates between neig-
bouring PLMNSs.
Uniquely identifies an area
within a CCN, but it can also
address a particular service
(like 0800 numbers) or PLMN
within a CCN.
Uniquely identifies the sub-
scriber inside a PLMN.
Uniquely identifies a sub-
scriber inside a VLR area.
Uniguely identifies a sub-
scriber within the serving
VLR area. Assigned by the
VLR.




Acronyms

ACCH
ADC

AGCH

ARFCN

AuC

BCC
BCCH

BCH
BSC

BSIC

BSS

BTS

Associated Control Channels
Analog to Digital Converter

Access Grant Channel

Absolute Radio Frequency Channel Number

Authentication Centre

Base station Color Code
Broadcast Control Channel

Broadcast Channels
Base Station Controller

Base Station Identity Code

Base Station Subsystem

Base Transceiver Station

101

42

37

41, 45,
46, 48,
49, 53,
65, 90,
93

34, 35,

41, 42,
48, 51,
66, 99

22, 25,
74,91

99

40, 46,
48, 53,
64

40, 46

13, 19—
21, 24,
27, 30,
64

40, 44,
99

19, 20,
24, 44

13, 19—
21, 27,
28, 34,
37, 40,
64, 76,
83, 90,
93



Acronyms

C/R
CBCH
CC
CCCH
CCH

CCN
CGl

Cl

CKSN

CM

DAC
DCCH

DISC
DoS

EA

EIR
EL

FACCH
FCCH
FDMA
FN
FPGA

GMSC
GMSK

GSMA

HDLC
HLR

Command Response

Cell Broadcast Channel
Call Control

Common Control Channels
Control Channels

Country Code Number
Cell Global Identification

Cell Identity

Ciphering Key Sequence Number

Connection management

Digital to Analog Converter
Dedicated Control Channels

disconnect command
Denial of Service

address field extension

Equipment Identification Register
Extension bit

Fast Associated Control Channel

Frequency Correction Channel

Frequency Division Multiple Access

Frame Number
Field Programmable Gate Array

Gateway Mobile Switching Centre
Gaussian Minimum Shift Keying

GSM Association

High level Data Link Control
Home Location Register

102

55, 56
41, 46
60, 63,
68

41, 46,
64

35, 39
99

20, 22,
27, 28,
64, 99
20, 22,
27, 28,
99

18, 25,
66, 68,
99

60

9, 37
41, 46,
53,76
57
93

55, 56,
58
23
58

42, 46,
49, 68
40, 46
33, 34
35, 38,
40, 77
10

21
19, 37,
38,43

53
21, 22,
27,28



Acronyms

HSN

| format
IE

IEI

IMEI

IMEISV

IMSI

ITU

LAC

LAl

LAPD

LFSR

LI
LPD

MA
MAIO
MCC

ME

MM

Hopping Sequence Number

Information
Information transfer format
Information Element

Information Element ldentifier
International Mobile Equipment Identity

103

35, 65,
99

53, 56
56

54, 58,
63

63, 64
18, 23,
67, 82,
99

International Mobile Equipment Identity and65, 100

Software Version
International Mobile Subscriber Identity

International Telecommunication Union
Location Area Code

Location Area Identity

Link Access Protocol on the D channel
Linear Feedback Shift Register

Length Indicator

Link Protocol Discriminator

More data bit

Mobile Allocation

Mobile Allocation Index Gfset

Mobile Country Code

Mobile Equipment

Mobility Management

18, 19,
21-23,
25, 27,
28, 30,
41, 64,
81, 82,
89, 90,
100

6,24

18, 40,
100
18, 20,
22, 27,
66, 100
53
76
63, 64
55

58
35, 65
35, 65

18, 40,
92, 100
18, 23,
34, 35,
64, 76,
80, 81,
88, 91,
94

60, 63,
67



Acronyms

MNC
MOC

MS

MSC

MSIN
MSISDN

MSRN
MT
MTC

N(R)
N(S)
NCC
NDC
NSS

OTA

P/F
PCH

PCM
PD
PGA
PIN
PLMN

PSTN
PUK

Mobile Network Code
Mobile Originating Call

Mobile Station

Mobile Switching Centre

Mobile Subscriber Identification Number

Mobile Subscriber ISDN Number

Mobile Station Roaming Number
Message Type
Mobile Terminating Call

Receive sequence Number
Send sequence Number
Network Color Code

National Destination Code
Network Switching Subsystem

Over-The-Air

Poll/Final bit
Paging Channel

Pulse Code Modulation
Protocol Discriminator
Programmable Gain Amplifier
Personal Identification Number
Public Land Mobile Network

Public Switched Telephone Network
Pin Unblocking Code

104

18, 40,
92,100
28, 49,
66—-68
18, 19,
21, 22,
25, 27,
37, 40,
49, 51,
64, 65,
76, 81,
90, 92,
93
20-22,
25, 30,
37, 64,
65
18, 100
19, 21,
22, 28,
67, 68,
82,100
100
62
28, 30,
49, 67

57
57
100
100
19-21

93

57
41, 46,
53
20
61
10
19
17-20,
28
17,21
19



Acronyms

RACH

RPE-LPC
RR
RR

RRLP

S

S format
SACCH
SAPI
SCH
SDCCH

SDR
SFH
SIM

SMS

SN
SS
SS7
SSN

TCH

TCH/F
TCH/H
TDMA
TI
TMSI

Random Access Channel

regular pulse excited-long term prediction
receive ready command
Radio Resource management

Radio Resource Location Protocol

Supervisory function

Supervisory format

Slow Associated Control Channel
Service Access Point Identifier
Synchronization Channel

Standalone Dedicated Control Channel

Software Defined Radio
Slow Frequency Hopping
Subscriber Identity Module

Short Message Service

Subscriber Number
Supplementary Services
Signaling System #7
Send Sequence Number

Traffic Channels

Full Rate TCH

Half Rate TCH

Time Division Multiple Access
Transaction Identifier

Temporary Mobile Subscriber Identity

105

41, 44,
46, 48,
49, 53,
90, 93

20, 37

57

60, 63,
67

91

57
57
42, 46
55
40, 46
41, 45,
46, 48,
51, 66,
67
6,9
19, 34
18, 20,
22, 23,
80, 81,
88, 92
19, 41,
60
100
60, 63
24
62

35, 39,
46, 49,
53, 67,
68, 81

39, 46

39, 46

33,35

61

18, 22,
27, 28,
30, 41,
64, 67,
68, 81,
89, 90,
100



Acronyms

TRAU
TSC
TSN

U

U format

ul

Um interface

USRP

VLR

Transcode Rate and Adaption Unit
Training Sequence Code
Temporary Subscriber Number

Unnumbered function

Unnumbered format

Unnumbered Information

Air interface between ME and BTS

Universal Software Radio Peripheral

Visitor Location Register

106

20
44
100

57
57
53, 57
23, 33,
38, 53,
60
6,9, 10

22, 25,
27, 28,
30, 64,
65
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