
Christine Utz
20 February 2025
Privacy Seminar 2025

Introduction to 
Usable Privacy





• What is usable privacy?
• The human factor in privacy (& security)
• Challenges for usable privacy
• Usable privacy research
• Current trends

AGENDA



Usability:
• Roughly: the ability of a system 

to allow its users to perform 
their tasks safely, effectively, 
and efficiently while enjoying 
the experience

• Focus on the human factor
• Multitude of definitions and 

frameworks

WHAT IS USABLE PRIVACY?

Privacy:
• Multitude of definitions
• See slides from Lecture 1

Lee et al. via Wikipedia, https://en.wikipedia.org/wiki/Usability#cite_note-1

https://en.wikipedia.org/wiki/Usability#cite_note-1


End users:
• Top priority: functionality & 

convenience
• Security & privacy only secondary

goals
• May be tired, stressed, or otherwise

unattentive
• …

USERS ARE NOT MACHINES
Developers:
• Top priorities: functionality & 

efficiency
• Security & privacy only secondary

goals
• Typically operate under high 

pressure and resource constraints
• …

Work with human users and their flaws to design systems that are still private and secure.



WORK WITH, NOT AGAINST USERS

• Adams & Sasse, Communications of the ACM 42 (12), 1999, pp. 41–46, https://doi.org/10.1145/322796.322806
• Green & Smith, IEEE Security & Privacy 14 (5), 2016, pp. 40–46, https://doi.org/10.1109/MSP.2016.111

https://doi.org/10.1145/322796.322806
https://doi.org/10.1109/MSP.2016.111


ISO Dialogue Principles (ISO 9241-110)
• Suitability for the user’s tasks
• Self-descriptiveness
• Conformity with user expectations
• Learnability
• Controllability
• Robustness against user error
• User engagement

USABILITY PRINCIPLES

As reported by Rolf Molich, DialogDesign, https://www.dialogdesign.dk/isos-dialogue-principles-2019/

https://www.dialogdesign.dk/isos-dialogue-principles-2019/


USABILITY PRINCIPLES

Stanford University Improvement, Analytics, and Innovation Services, https://improvement.stanford.edu/resources/usability-principles

https://improvement.stanford.edu/resources/usability-principles


USABLE SECURITY & PRIVACY

Blase Ur, Usable Security & Privacy (CMSC 23210 / 33210), University of Chicago 2019



• How do non-technical people think about systems and associated 
privacy risks (mental models)?

• What data are users willing to disclose in which contexts?
• What could be done to increase this awareness?
• Do privacy perceptions differ between different demographics?
• Do users understand privacy disclosures?
• How do users perceive and interact with privacy controls?
• Are privacy options transparently shown or hidden on purpose?
• What strategies do users employ to protect their privacy online?
• Which tradeoffs are users willing to accept to protect their privacy?

TYPICAL QUESTIONS



• Lack of awareness and knowledge
• “Notice & Consent” – overwhelming users with prompts and legalese
• Dark patterns and deceptive design
• Economics: business models
• Privacy – usability tradeoffs
• Interdependent privacy
• …

WHAT ARE CHALLENGES TO MAKE PRIVACY USABLE?



CHALLENGE: LACK OF KNOWLEDGE & AWARENESS

Aaron Sankin and Surya Mattu, The High Privacy Cost of a "Free" Website,  https://themarkup.org/blacklight/2020/09/22/blacklight-
tracking-advertisers-digital-privacy-sensitive-websites

https://themarkup.org/blacklight/2020/09/22/blacklight-tracking-advertisers-digital-privacy-sensitive-websites


NUDGES TO INCREASE AWARENESS



AWARENESS CAMPAIGNS

https://www.marketingweek.com/facebook-launches-uk-privacy-campaign/

https://www.marketingweek.com/facebook-launches-uk-privacy-campaign/


CHALLENGE: “NOTICE AND CONSENT” APPROACH

Requirements Design Implemen-
tation

Privacy

“Notice and 
Consent“



PRIVACY POLICIES: LAW …

………………



… VS. REALITY

Art project by Dima Yarovinsky, https://www.designboom.com/readers/dima-yarovinsky-visualizes-facebook-instagram-snapchat-
terms-of-service-05-07-2018/



CONSENT NOTICES: LAW …
Article 6(1)(a) GDPRArticle 5(3) ePrivacy Directive (2002/58/EC)

(as of Directive 2009/136/EC)

governs the placement of information
in users’ browsers governs the processing of personal data



… VS. REALITY



App Privacy Labels 
(Apple App Store)

PRIVACY “NUTRITION LABELS”

Data Safety Labels 
(Google Play Store)



Contextual privacy policy
(Pan et al., SeePrivacy)

CONTEXTUALIZING PRIVACY INFORMATION

Contextual consent button
(The Guardian)



• Do Not Track (DNT) – failed due to lack 
of adoption

• Global Privacy Control (GPC) to send 
“Do Not Sell“ requests under the CCPA, 
legally binding in California

• Advanced Data Protection Control 
(ADPC): designed for GDPR

BROWSER-BASED PRIVACY CONTROLS 



PRIVACY BY DESIGN

Requirements Design Implemen-
tation

Privacy
Design Implemen-

tation

Privacy

…

Article 25 GDPR
Data protection by design and by 
default

“2.   The controller shall [...] ensur[e] 
that, by default, only personal data 
which are necessary for each 
specific purpose of the processing 
are processed. That [...] applies to 
the amount of personal data 
collected, the extent of their 
processing, the period of their 
storage and their accessibility.”

Requirements

“Notice and 
Consent“

Privacy by
Design



= a user interface that has been 
carefully crafted to trick users into 
doing things [they would otherwise 
not have done] (Brighnull 2011)

More info & “hall of shame“:
https://www.deceptive.design

CHALLENGE: DARK (OR DECEPTIVE) PATTERNS

Examples:
• Bad defaults
• Visual interference
• Nagging
• Forced action
• Overly complex click paths 

(“privacy maze”, “privacy Zuckering”)

• Fake scarcity
• Confirmshaming
• …

• Harry Brighnull, Dark Patterns: Deception vs. Honesty in UI Design, 2011, https://alistapart.com/article/dark-patterns-deception-vs.-honesty-in-ui-design/
• Colin Gray et al., An Ontology of Dark Patterns Knowledge: Foundations, Definitions, and a Pathway for Shared Knowledge-Building, CHI 2024, Article No. 289, 

https://doi.org/10.1145/3613904.3642436 (preprint: https://arxiv.org/abs/2309.09640)

https://alistapart.com/article/dark-patterns-deception-vs.-honesty-in-ui-design/
https://doi.org/10.1145/3613904.3642436
https://arxiv.org/abs/2309.09640


EXAMPLE: CONSENT NOTICES

Consent: “freely given, specific, 
informed and unambiguous”

”Agree“ 
button 
highlighted

“Decline” options 
hidden on 
second layer

Only benefits 
of cookie use 
mentioned



EXAMPLE: YOUTUBE

Default YouTube embed code: 
cookie set as soon as the website 
embedding the video is visited

“Privacy-enhanced mode“: 
cookie only set upon interaction 
with the embedded video

dark pattern: option 
only visible after 
scrolling down



ACTIVITY: DARK PATTERNS IN GOOGLE ANALYTICS



CHALLENGE: CONFLICTING BUSINESS INTERESTS

https://www.digitalcitizen.life/what-google-advertising-knows-about-you/
For Facebook: https://www.wordstream.com/wp-content/uploads/2021/12/wordstream-Facebook-Targeting-Infographic.jpg

https://www.digitalcitizen.life/what-google-advertising-knows-about-you/
https://www.wordstream.com/wp-content/uploads/2021/12/wordstream-Facebook-Targeting-Infographic.jpg


BUSINESS MODELS FOR PRIVACY



CHALLENGE: PRIVACY – USABILITY TRADEOFFS

WhatsApp: automated
phone book upload & 
contact discovery

Element / Matrix: 
manual entry of user
name and password



CHALLENGE: INTERDEPENDENT PRIVACY

WhatsApp: automated
phone book upload & 
contact discovery

People‘s privacy decisions can influence others:
• Bystander privacy
• Uploading others’ picture to social media
• Syncing others’ personal data into cloud 

backups
• WhatsApp phone upload to sync contacts
• …



USABLE PRIVACY RESEARCH

Publication venues:
• Proceedings on Privacy-Enhancing 

Technologies (PoPETs / PETS)
• Symposium on Usable Privacy and 

Security (SOUPS)
• ACM Conference on Human Factors

in Computing Systems (CHI)
• Security & Privacy conferences

(USENIX Security, NDSS, ACM CCS, 
IEEE S&P, …)

• Workshop on Privacy in the
Electronic Society (WPES)

• …

Fischer-Hübner and Karegar, Overview of Usable Privacy Research: Major Themes and Research Directions, https://doi.org/10.1007/978-3-031-54158-2_3

https://doi.org/10.1007/978-3-031-54158-2_3


Methods from Human-Computer Interaction (HCI)
• Quantitative: numerical data, analysis with 

mathematical / computational techniques
Examples: measurements of user interactions, Likert scales and other 
closed-ended questions in surveys)

• Qualitative: non-numerical data that cannot be 
(meaningfully) quantified, analysis involves identification 
of recurring patters and themes, categorization, etc.
Examples: surveys (e.g., open-ended questions), interviews, focus
groups, interface analysis, content analysis, …

• Mixed-method approaches

HCI METHODS

Likert scale
(Source: Wikipedia)



EXAMPLE: USER INTERACTIONS WITH CONSENT NOTICES



STUDY SETUP

User is shown 1 of n 
consent notices.
Plugin measures all 
interactions with notice
quantitative

Notice is replaced with
invitation to survey

User visits
website

Behavior- / notice-
specific survey
quantitative
qualitative



EXPERIMENTS

37

Experiment 1:
Position

Highest interaction:
bottom left

Experiment 2:
Choices / nudging

Significant influence of
options & nudging

Sample & inspect
1000 real-world
consent notices, 
identify design 
space

Experiment 3:
Privacy policy link / 
(non-)technical
language
Little influence on 
interaction rates



COMMON PITFALLS

• Realism (in-lab vs. field study)
• Ecological validity
• Recruitment, participant sample, selection bias
• Self-reported answers, social desirability bias, privacy paradox
• Other biases: agreement bias, order bias, …
• Possible need for deception about study purpose
• Research ethics
• …



• Computer Science
• UX
• Psychology
• Linguistics
• Law
• Social Sciences
• …

USABLE PRIVACY IS MULTIDISCIPLINARY



CURRENT TOPICS: AI



CURRENT TRENDS: PLATFORM REGULATION

Article 25 Digital Services Act (DSA)
Online interface design and organisation

“Providers of online platforms shall not 
design, organize or operate their online 
interfaces in a way that deceives or 
manipulates the recipients of their 
service or in a way that otherwise 
materially distorts or impairs the ability of 
the recipients of their service to make free 
and informed decisions.”

Santos et al., Which Online Platforms and Dark Patterns Should Be Regulated Under Article 25 of the DSA?, 
SSRN Preprint, July 2024, https://dx.doi.org/10.2139/ssrn.4899559

https://dx.doi.org/10.2139/ssrn.4899559


christine.utz@ru.nl

https://christineutz.net

I supervise theses and research
internships in …

Usable privacy

Online tracking

Defense mechanisms & strategies

Analyzing dark patterns and privacy
risks in apps and online tools
…

WANT TO LEARN MORE?


