Al Knowledge representation

= Core distinction between:

* Declarative representation (WHAT)
= All birds can fly
* Ducks are birds
= Penguins are birds, but cannot fly
= Etc

= Inference (HOW to compute)
* Pengi is a penguin
= Pengi is a bird
= Can Pengi fly?



KR general intelligence

Structured object models
wheel(w1),wheel(w2),
frame(1),connected(w1,f)...

|
&
i

Occlusion relations
partially behind..

Structured models of
complete scenes
lawnmower(l),dustbin(b),s;
atial relation(l,b)

Q“ - Commonsense,

/ dynamic prediction
< . ; models
9 g;:b/ What will probably

ha&pen if I move this
table?




Propositional vs. Relational

{clear}
( JL /I’b
CE— ony — “&xmion}
a {block,al} ‘/j ) ‘{On} T
achion 1/, {block
A Hon} e U A
{block,az} \ , .
i) \_ion} A}
= {block}\ . \\"/ '
{block} & {;‘;_}_______"'“I"'TJ |
{floor}

Finite worlds <> probabilistic graphical model, but

— Random variable for all ground relations, e.g.
on a b=I

— Need to order all objects and relations

— No generalization over objects
Number of model parameters grows exponentially fast (in

#objects and #relations) even 1f there 1s considerable 3structure:



Again: Learning and
representation (AIPSML)

g - = .. ved i
| here(R) AND

room;
in(T,R) AND on(M, T)

pickup(M)
HHHEEMMJllhﬁih_
0.9
s

connected
\ pot

1 on |
roomy |

| e, on | next

f e I

-

here i;axhax‘table
| R
actions on | not on(M, T) AND
: mu
g%gﬁﬁg $E§1} flooé color 52 carrying(M) AND on(M, floor) AND
f potﬁ blue not on(M, T) broken(M)
\goto(room; )% \ _&if
~ S b

Figure 1.6: Data structures for FREGE. a) A state and a set of applicable actions. b) Part of the

transition model (T).
States are described by objects and relations; powerful representations

and learning algorithms need to support that (~Prolog-like)
4



An Logical

Machine Learning Classic

1. TRAINS GOING EAST

O O ool AP

2. TRAINS GOING WEST

A oo o]
A L O]

e B

o/

DD

DD




An Logical

(Machine Learning) Classic

1. TRAINS GOING EAST

Lo s

2. TRAINS GOING WEST

p H{oo oL

A o

DD

DD




Relational Representation

Example: O - A OO0 DD:

east bound(t1).

Background theory:

car(tl,cl). car(tl,c2). car(tl,c3). car(tl,c4).
rectangl e(cl). rectangl e(c2). rectangl e(c3). rectangl e(c4).
short(cl). | ong(c2). short(c3). | ong(c4).
none(cl). none(c2). peaked(c3). none(c4).
two_wheel s(cl). three wheels(c2). two wheels(c3). two wheels(c4).
| oad(cl,11). | oad(c2,12). | oad(c3, 1 3). | oad(c4,!14).
circle(ll). hexagon(| 2) . triangle(l3). rectangl e(l4).
one_| oad(l1). one_l| oad(l 2). one_| oad(l 3).

three_ | oads(14).

Hypothesis:

east bound(T):-car(T, C,short(C, not none(C.



Al started using relational KR

Shakey and John McCarthy
STRIPS planning Situation Calculus
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Logic dominates in linguistics
and spatial/temporal data

Semantics, Spatial and
discourses, Temporal
grammars formalisms

VOLUME 2
Intensional
Logic and
Logical
Grammar

L.TE Gamut 5=




KR and AI

TII!'I'S. iH COMPUTER SCIENCE

SPEECH AND
LANGUAGE PROCESSING

Computer Vision

Algorithms and Applications

DANIEL JURAFSKY & JAMES H. MARTIN

Richard Szeliski

@ Springer

State-of-the-art (learning) approaches:
Based on propositional, probabilistic
graphical models

In: Computer vision, (cognitive) Robotics,
Linguistics, and Reinforcement Learning

Reinforcement .
Learning
an lrereeucian

ERIK T, MUELLER

COMMONSENSE
REASONING




An AI classic: Bioinformatics,
molecules, and protelns

|:| 1_|

5 o L) L.

. R YT i o .
R ™ o N Mo A c,“ -\_:_.Ft A :
RO™ Y or [ L
\ o Series1: R =C.Hy . R"=H - I\_ __.'»u hl’ilnl
Series 2: R = CyHan, R = OCHanas - J:; rL o
Examples E DY pe
pos(mutagenic(m,)) R W

Senes 3 R=CH.p:. R"=H

neg(mutagenic(m,))

Seresd: R = CHap R =00 Ho .0

pos(mutagenic(m,))

- / / - Background Knowledge B T

molecule(m,) molecule(m,)
/ atom(m,,a, ,c) atom(m,,a,,,0)
c c atom(m,,a,,,n) atom(m,,a,,,n)
\ / bond(m,,a,,,a,,) bond(m,,a,,,a,,)
¢ charge(m,,a,,0.82) charge(m,,a,,,0.82)

11 _




Relational representations
(graphs: objects and relations)

MainFreq =
Manufacturer =
Active = ,
Energy =

Tasks — subsumes attribute-value
Tools — rules, decision trees, etc }

max_connections =




Real Time Strategy Games (RTS)

StpagCraft 2 (Blizzard)




S
—
O
=
"
=
U
S
0

And yes




Uncertainty and Learning

= Core of this course:
= Representation
= Inference (deduction, abduction)

= Later

= Some uncertainty
= Some utility
* No learning

= Current Al:

= Statistical Relational Learning (SRL)
* Probabilistic Logic Learning (PLL)

= KR+learning+probability+utility+AI+...

15



Uncertainty?

= Real world domains

= Vision, Robotics, Linguistics
* Noisy sensor data

= Most things are uncertain!

= Use logic for knowledge representation
= Add uncertainty

= Often upgrades of probabilistic graphical
models (e.g. Bayesian networks)

16



Upgrading: The Alphabet of SRL

Probabilistic logics (Nilsson, Halpern, Bacchus)
Knowledge-Based Model Construction (KBMC)
Stochastic Logic Programs (SLP)

Logic programs with annotated disjunctions (LPAD)
Causal Process logic (CP-Logic)

Probabilistic Relational Models (PRM)
Statistical Relational Models (SRM)

Bayesian Logic Networks (BLN)

Bayesian Logic Programs (BLP)

Relational Markov Models (RMM)

Markov Logic Networks (MLN)

Relational Decision Networks (RDN)

Relational Dependency Networks (RDN)
Bayesian Logic (BLOG)

“1:s8(A,B) :- n(A,C), v(c,D), n(D,B). SCFG/SLP
D4sti([je8 | T]T) . Q&80 [%H|T] T -

Many SRL systems
Started as an attempt
to upgrade a particular
propositional learning
/probabilistic model.
(e.g. BN, CRF, MRF,
ME, DBN, HMM, ..)

0.3:v([sees|T],T). 0.7:v([likes|T],T).

17




{ destisie: )
X,
o~
e s \
/ N / \
| Objects |a—»{ Effects |
% ) _//,‘ \ _,,/f
[ Inputs | Outputs Function \
(0, A) E Effect prediction
(0. E) A Action recognition/planning
(A, E) @) Object recognition/selection

Now @ICRA’12

In journal TCLP@ACM

1
J/‘\f\( Landmark ) C Landmark ) ON(bool( [qble)
el IN(table, living room)

Glve me 1hai buook on the
IN(book,living room)?2

the livinggoom.

( Spatial Indicator (| Spatial Indicator

There is a white, large statue with spread
arms on a hill.

Mapping to
GUM
Q]
v

—( SpQL

Trajector-head= statue
Landmark-head= hill
Spatial-indicator_head= on
Trajector-phrase = a white large statue
Landmark-phrase= a hill
Spatial-indicator-phrase=on
Motion=__, DY= static, Path=none
FoR= Intrinsic

General-ype=Region “ HCCB': EC i

Rtﬂmn
l:Fl ghteo | N\ CH'Q"HO

tRight, 1

cngm 65

I:ADDVE?U

cADCNe 70

cRight60 /

Best paper award
@ICPRAM’12

cRight,20




People Tracking

person(pl). ...
person(p?d).

| group(p4,p5).

19



KR for AI cognitive robotics

"'h-.______
(a) Logical formalism (b) Represantation with indexicals (c) Internal world model?

(AHEAD <*13)
(DISTANCE (BETWEENSELF <"2)
(FREEPATHSELF <*3-)

(CAN-EXIT:- '43) :

(LOC(SELF2735)
(OBJ16837)(0BJ27298)
(OBJ392138))
(ISA(SELFROBOT)
(OBJ1DESK)(OBJ2CHAIR)
(OBJ3DOOR)
(DEF(ROBOTX)(DESK xx)..)




Relational/Cognitive Robotics

i

SEVENTH FRAMEWORK
PROGRAMME  \ ~—  o—/ % %00 0s 000

package6

package

packagel, kitchen)

e

n




KR for modern robotics

Knowledge from the Internet

Manually encoded

Knowledge derived from
observations of humans

Web instructions Semantic parsing Word sense Ontedogy mappéing
o — .r:mum
.- ‘o/ué\p, - - . > =
ocomoli I
== | =
e e e W ge representation
L = _
E
RoboEanth DB =
Robo ‘ . 4

background knowledge

Knowledge provided by the robol

Robot middieware

$3:ROS

Environment
mipdel

Recognized
abjects

Emotians

Embedded CPU
with Wi-Fi

LiPa Battery

25 Degrees of Freedom

Voice Synthesis /

Voice Recognition
2 Cameras
Swithcable Head

Prehensive Hands



Relations in High-Level Vision

Bottom-up, hierarchical approach to understanding
and semantically segmenting images of houses

(L. Antanas, M. van Otterlo, J. Oramas, T. Tuytelaars, L. De
Raedt, ILP-2010)
23



Spatial (language)

Spatial surroundings

of the robot:

near(arm, table),
distance(robot,door,10.3),
P(succ|forward)=0.9, ....

robot
\A

ncar

Instructions:

“Move to the first table on your left,
and pick the object nearest to the
edge of it”

Involves high-level
vision, planning,

manipulationmetc.



In addition to relations: Uncertainty

= Many domains (inc. linguistics) exhibit
= Structure in terms of objects and relations
= Highly statistical and ambiguous problems

I saw the man with a telescope
I saw the man with a telescope

The book is on the table

The book lies on the table

The book 1s supported by the table
The book is about a table

The book has a table of contents
The book contains a table of
contents

Hier in Otterlo kun je mooie dingen zien.
Martiyn van Otterlo woont in Leuven..... maar, Otterlo heeft een
nieuw stadhuis, maar nu 1s Leuven jaloers. Mr. Mark van Otterlo ze1

dat dat gerechtvaardigd was.

25




Jeopardy and Watson




Dynamics: CPTL
(Thon!Landwehr,De Raedt 2010)

- e

- Pm

cause (past) effect {.futur e)

conquer a city which is close:
city(C, Owner), city(C2, Attacker), close(C, C2) —

conquest(Attacker,C) : p V nil : (1 —p)




Again (AIPSML): Decision networks

@ Weather

norain
norain
norain
rain
rain

Forecas Probability
t

sunny 0.7
cloudy 0.2
rainy 0.1
sunny 0.15
cloudy 0.25
rainy 0.6

Decision node

/ rain
Umbrella P(Weather = rain) = 0.3
Weather Umbrella Utility < X  Chance node
norain takelt 20
norain  leavelt 100 @ Utility node
rain takelt 70
rain leavelt 0 A

28



Relational Reinforcement Learning

Representation and generalization in terms
of objects and relations
Logical learning, reasoning, planning

Decision-theoretic planning
Reinforcement learning

Before state-of-the-art was propositional

THE LOGIC OF
ADAPTIVE BEHAVIOR

Logic for abduction/deduction/induction
Probability for uncertainty
Utility for optimality and learning

Martijn van Otterlo

—> decision-theoretic high-level cognition

IOS Press (2009)



Model-free Value-based

Original RRL approach

08)

by Dzeroski, De Raedt and Blockeel (ICML

Episode based, tree induction (batch), Q-learning

action(move(A,B)) , goal(on(C,D))
on(C,D) 7

+--yes: [0]
+--no: action(move(C,D)) 7
+--yes: [1]
+--no: action(move(D,B)) 7

Small, deterministic Blocks Worlds +--yes: [0.9]
move(c.floor) move(b c) move(ab) +--no: [0.81]
I(-D_:OO 81 [Q__Oo 9 Eg_—ll move(aflocr) gvalue(0) :-
| 51; action(move(A,B)) , goal(on(C,D))
C H H H a on(C,D), !.
qvalue (1) :-
action(move(A,B)) , goal(on(C,D))
b b b b action(move(C,D)), !.
| gqvalue(0.9) :-
action(move(A,B)) , goal(on(C,D))
action(move(D,B)), !.
d N ¢ a ¢ d _ C N gvalue(0.81).

qvalue(0.81).
action(move (c,floor)).
goal (on(a,b)).
clear(c).

on(e,b).

on(b,a).

on(a,floor).

qvalue(0.9).
action(move(b,c)).
goal(on(a,b)).
clear(b).
clear(c).

on(b,a).
on(a,floor).
on(c,floor).

qvalue(1.0).
action(move(a,b)).

qvalue (0.0).
action(move( a,floor)).

goal (on(a,b)) . goal (on(a,b)).
clear(a). clear(a).
clear(b). on(a,
on(b,c).

on(a,floor).
on(c,floor).




DT-Problog (AAAI-2010)

Van den Broeck/Thon/van Otterlo/De Raedt
Decision-theoretic Prolog

Decision Facts Probabilistic Facts
? :: umbrella. 0.3 :: rainy.
? :: raincoat. 0.5 :: windy.

Background Knowledge

dry :- rainy, umbrella, not(broken umbrella).
dry :- rainy, raincoat.

dry :- not(rainy).

broken umbrella :- umbrella, rainy, windy.
Utility Facts
umbrella => -2. dry => 60.

raincoat => -20. broken umbrella => -40.
31



Probabillistic Facts
0.3 :: buy trust( , ).

0.2 :: buy;marketina(_).

Background Knowledge

buys (X) :- buys (X) :-
trusts (X,Y), marketed (X) ,
buys (Y), buy marketing (X) .

buy trust(X,Y).

N@A@

()

—
I {

32




Probabilistic Facts |:|

Background Knowledge

Decisions
? :: marketed(P) :- person(P).

: Q
Utility Facts -
buys(P) => 5 :- person(P). f\ &3
marketed(P) => -3 :- person(P). O

>
X\ 2 P




eindslide
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