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Abstract

Through the plasticity of their root system architecture, plants adapt to varying envi-
ronmental conditions, including the availability of nutrients such as nitrogen. Nitrate is
both a nutrient and a signal and it is one of the major sources of nitrogen for plants.
Under very low nitrate, root growth almost stops, whilst under low nitrate conditions,
the root exhibits a foraging response, aiming to find more nitrate. Under high nitrate,
root growth slows down, as other nutrients become limited. When a single plant perceives
different amounts of nitrate in a split root experiment, the low nitrate side is suppressed
more than its counterpart growing in a homogeneous environment, and the high side
grows quicker than the side in a uniformly high nitrate condition. This indicates that
there are not only local, but systemic nitrate signals determining root growth. In this
thesis we implemented a functional structural plant model (FSPM) simulating these split
root experiments. The FSPM was based on the model created by Boer et al. [1], and
contains nitrate (N), C-terminally encoded peptide (CEP), and cytokinin (CK) signalling
pathways. The FSPM explicitly represents the growing branching architecture of plant
roots, and the calculation of the growth rate is an improved version of the one taken from
Boer et al. Additionally, transcriptomics data from Ruffel et al. [2] was analysed where
genes that are part of N, CEP, and CK signalling pathways were found. This included
transporters of the NRT1 and the NRT2 family, auxin and cytokinin biosynthesis genes,
ROXYs, and nitrate assimilation genes. In addition, sugar transporters were identified.
However, they did not show strong signals, and could not be integrated into the FSPM
model to further improve the accuracy of the growth of the root system architecture.
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Chapter 1

Introduction

The global population is growing rapidly, and the current rate of crop production is in-
sufficient to meet demands [3]. Climate change is severely damaging crop growth through
extreme droughts, floods, and heat [4]. Therefore there is a necessity to find more efficient
ways of growing crops to ensure food security. Industrial agriculture suffers from numer-
ous problems and current practices have to be rethought. The high yields have come at
the cost of ecological and environmental damages. A monoculture produces greater yields
and has lower costs on a short term, but the risk of diseases and pests is larger. Pesti-
cides are used excessively to tackle the problem which in return causes chemical pollution
and biodiversity loss [5]. The machines on the fields cause soil compaction, there is not
enough space for water and air, the minerals are pressed together, therefore the plants
are less able to grow roots. Since the soil is not able to absorb the water, soil erosion
intensifies as well [6]. The lacking nutrients in the soil, such as nitrogen are compensated
by using large amount of nitrogenous fertilisers to meet the crop demand. As a result
nitrous oxide emissions increase, which causes eutrophication in fresh water and marine
ecosystems [7]. Plants take up nitrogen as ammonium or nitrate from the soil. In this
thesis we focused on how to limit the use of nitrogenous fertilisers by finding how a plant
can efficiently take up nitrate. We aimed to find nitrate signalling routes; how nitrate is
taken up, transported, and stored; and how these affect growth.

We tried to find out how plants interact with their environment, which is very different
from how members of the animal kingdom do. Mammals react very quickly to the changes
in their surroundings, for example they sense if they touch something too hot and imme-
diately move their hand. They are capable of doing this because they have a developed
central nervous system, the nerves on the hand send a signal to the brain, which in return
tells the mammal to pull away the hand. This is not the case for all animals, for example
the nervous system of a cephalopod, such as an octopus is not centralised. Each tentacle
is able to perform complex actions on its own and combined, these navigate the octopus
in the right direction. A plant’s physiology and morphology is very different from that
of an animal’s. Plants are not able to adapt as quickly, however they have a “nervous
system” of their own which sends signals in their “body” through which they move in a
direction where they have the highest possibility of survival, and possibly reproduction.
Above the soil the leaves are oriented so that they get the maximum amount of sun, below
the soil the roots navigate to patches where nutrients are optimal.

The mechanisms governing root formation and growth are complicated, even causing
surprises, as a larger amount of nitrogen does not necessarily mean that roots will become
bigger. As illustrated on figure 1.1 when external nitrate is scarce, – hence the internal
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Figure 1.1: Responses of roots under varying nitrate concentrations in a homogeneous
environment [1].

Figure 1.2: Responses of roots under varying nitrate concentrations in a heterogeneous
environment [1].

levels too – the root shows a survival response where the root growth slows down. As the
levels increase, the response is a foraging one and the root starts searching for patches
where nitrate availability is higher. However if internal nitrate levels are very high, the
response is systemic repression, where root growth is repressed as other nutrients’ avail-
ability is limited.

To find out more about these underlying processes, researchers conduct split root
experiments, where the taproot is separated into two compartments (figure 1.2). In the
separate compartments, the nitrogen concentration can be adjusted to different levels,
creating heterogeneous environments. In a setting of combined low and high environments
the two roots are asymmetrical, but what is even more interesting is that the root from
the high nitrogen side exceeds the size of roots grown with the same N concentration that
grew in a homogeneous environment, whereas the heterogeneous low side is significantly
smaller than the homogeneous low. This shows the “intelligence” of plants as they do not
only respond locally to different signals, but are able to respond systemically as well. The
heterogeneous high side shows a systemic demand signal as growth is promoted, whilst
the low is sending systemic supply signals and growth is repressed [1].

Arabidopsis thaliana, or by its common name mouse-ear cress shown in figure 1.3 has
been used as a model organism in plant biology, therefore this was our model plant. The
A. thaliana plant has no agricultural purpose but shares similarities with other flowering
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Figure 1.3: The flowering plant Arabidopsis thaliana.

plants, thus the findings can be extended to crops [8]. During the thesis we modelled
the growth of the root system architecture and analysed transcriptomics data on nitrate
dependent root growth. The model was based on the model of Boer et al. where known
molecular pathways were incrementally added in order to describe preferential root for-
aging [1]. The data was taken from Ruffel et al. where split root experiments were
investigated using microaarray technology [2]. The analysis on the transcriptomics data
was conducted with limma (Linear Models for MicroArray data), an R package created for
the analysis of gene expression data. The package provides the possibility of comparing
multiple RNA targets in parallel, and produces reliable results even when the amount of
arrays available are small [9, 10].

1.1 Outline of thesis

In chapter 2 we introduce the biological background of the thesis, the terminology used,
how a plant is built up, the processes governing it, the molecular pathways, and the
experiments.

In chapter 3 the modelling of plant root growth is discussed, starting with the model
of Boer et al. [1] in section 3.1, the programming language used for it, and the outcome
of the experiments.

The focus of chapter 4 is the data analysis of transcriptomics data of split root exper-
iments, where we identify key players of nitrate signalling.

Finally, in chapter 5 we summarise our findings, draw our conclusion, and propose
future research.

The project is available at https://github.com/meszlili96/NitrateSplitRoots.
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Chapter 2

Introduction to vascular plants

Plants are able to adapt to their environment through their physiology. This includes
both chemical and physical processes such as producing proteins, hormones and other
chemicals. For example chlorophyll enables a plant to create its own energy from light;
with toxins they defend themselves from diseases, animals, and other plants; and ethylene
governs leaf loss. Another important aspect is the morphology, which determines the
shape and structure of plants. In particular leaves catch light to produce sugar and the
plasticity of the root system architecture (RSA) is crucial for a plant to be able to take
up numerous nutrients such as nitrate, phosphorus, and potassium.

2.1 Vascular plants

In our research we work with a vascular plant, Arabidopsis thaliana. Here we will discuss
the tissues and organs defining these plants. As the name suggests a prominent feature of
vascular plants is the vascular tissue, which is responsible for the transport of food and
water [11].

2.1.1 Morphology

A vascular plant has reproductive organs, and three basic vegetative organs: the roots,
the stems, and the leaves. The former constitutes the root system, the latter two the
shoot system. The leaves are responsible for photosynthesis, and the stem connects the
leaves to the roots [11].

The root system of an Arabidopsis plant consists of a primary root, also known as
the taproot, and lateral roots (LRs) that are responsible for the foraging behaviour.
The taproot is connected to the shoot, the sink of the nutrients. The primary root has
different zones, the differentiation zone (DZ), the elongation zone (EZ), the meristematic
zone (MZ) which can be seen on figure 2.1. The LRs form from the primary root in
three steps, priming, initiation and elongation. Priming occurs periodically as a result of
oscillating genes, – genes that are expressed in periodic cycles – in the region of the EZ
and MZ of the taproot. If a site has primed, only then can a LR initiate, and if priming
occurred, initiation always follows. The development of a lateral root primordium takes
approximately 40 hours unless interrupted, and generally only about 2/3 of the LRPs
develop based on the patterning dynamics of the root tip. Further lateral roots develop
later which are dependent on the systemic control of the shoot [12].
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Figure 2.1: Developmental zones of a root. Most of the root is made up of the
differentiation zone (DZ), followed by the elongation zone (EZ), and finally the

meristematic zone (MZ).

2.1.2 Anatomy

Multiple kinds of tissues occur in the body of a plant, the dermal tissue covers and protects
the outside of the plant, the vascular tissue transports water and nutrients, and the ground
tissue fills the gaps between the dermal and vascular tissues. Roots, stems, and leaves
are all built from these three kinds of tissues. On figure 2.2 there is a cross section of a
root on the left, where the different type of tissue cells can clearly be distinguished with
the dermal on the white outer layer, the ground tissue the middle light purple, and the
vascular tissue at the center in magenta. The dermal tissue in the root is made up of root
hairs and the epidermis. The ground tissue consists of the cortex, the endodermis and
the pericycle.

Cross section of a root Phloem and xylem tissue

Figure 2.2: Cross sections displaying buttercup root tissues1. On the left, the outmost
layer in white is the dermal tissue. Only the epidermis is visible here, the root hairs are

not. The middle layer with blue and light purple is the cortex which is part of the
ground tissue. On the right, there is a closer view on the center of the tissue. The two
circles of small cells are the endodermis and the pericycle, which are also part of the

ground tissue. The vascular tissue is at the center and consists of the xylem in magenta,
and the phloem surrounding the xylem in purple [13].

On the right, there is a closer view of the vascular tissue, which consists of the phloem
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and the xylem. These are crucial for the development of the root architecture as the
nutrients needed for survival, and the signalling molecules are transported through these
tissues as well. Nutrients (e.g. nitrogen, phosphorus, calcium) are taken up by the roots,
and sugar and oxygen are produced in the leaves during photosynthesis, all of which need
to be transported from one part of the plant to the other [11]. The details of water
and food transportation are shown in figure 2.3. Where the food is being produced is
the source (leaf), and where it is stored is the sink (root, stem). Water moves upwards
from the sink to the source in the xylem through transpiration, and during translocation
sucrose is pushed down in the phloem. Water moves into the phloem through osmosis as
the phloem has a higher sucrose concentration from the source cells. When the sink cells
take up the sucrose, the sugar concentration in the phloem decreases, allowing the water
to pass back to the xylem through osmosis. However in young Arabidopsis plants there
is very little storage, almost all of the sugar is used for growth.

Figure 2.3: The transpiration of water and translocation of sugar in a plant. Water is
shown in blue, and the red dots represent sucrose molecules. The phloem compartments

are separated by sieve plates, which have holes in them [14].

2.2 Conditions of root growth

Nitrogen is one of the nutrients that a plant needs in large quantities, and as such roots
develop in the direction of high nitrate patches, and where nitrate is scarcer, roots will
grow slower. However, if nitrate is abundant everywhere in the soil, the root growth al-
most halts to a stop. As illustrated on figure 1.1, the roots are showing different responses
based on the soil nitrate availability, under low NO−3 the plant shows a survival response,
and as the availability increases it starts a foraging behaviour, until NO−3 levels become
too high, and systemic repression occurs [7, 1]. These responses are governed by phy-
tohormones, such as auxins (AUX) which influence cell enlargement and root initiation;

1Buttercup (Ranunculus) roots are similar to Arabidopsis roots.
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cytokinins (CK) which control cell division and shoot formation. AUX and CK together
are responsible for most of the growth in plants, including root growth. C-terminally
encoded peptide (CEP), a kind of peptide hormone also plays an important role in lateral
root formation, and acts as a root-to-shoot signalling molecule. The signalling and trans-
portation of these hormones occurs through different gene pathways, dependent upon the
external soil nitrate. Some of these pathways are depicted on figure 2.4.

Uptake depends on the nitrate concentration, and different transport systems are
activated based on the availability. The low affinity transport system (LATS) is activated
if the nitrate levels are high, and the high affinity transport system (HATS) is responsible
when nitrate levels are low. The nitrate transporter family NRT1 is involved in the LATS,
and NRT2 in HATS. The exceptional member is NPF6.3/NRT1.1, which is a dual affinity
transporter, meaning it is active under both LATS and HATS. This is visible on figure
2.4, NRT1.1 appears on both the left and right root. Next to NRT1.1, NRT1.2 is a well-
known low affinity transporter responsible for nitrate influx. From the NRT2 gene family
NRT2.1, NRT2.2, NRT2.4 and NRT2.5 are the main contributors to nitrate uptake under
low nitrogen availability. NRT2.1 and NRT2.2 import nitrate through the cortex and the
endodermis, whilst NRT2.4 and NRT2.5 take it up through the root hairs [7]. NRT2.1
can be seen on the left side where it is indirectly activated under high local N.

After uptake, the nitrate is translocated via the xylem with the aid of NRT1.5, and
reduced to nitrite by nitrate reductase (e.g. NIA1, NIA2), and to ammonium by nitrite
reductase (e.g. NIR1). Ammonium is then incorporated into amino acids, catalysed
primarily by glutamine synthetase (e.g. GSR1, GLN1;4) and glutamate synthase (e.g.
GS2) [7, 15].

Figure 2.4: Genes and their functions. High systemic nitrogen causes systemic
repression through miRNA391 and IKS1/HNI9, which block the nitrate transporters
NRT1.1 and NRT2.1 subsequently. These transporters are also affected by high local
nitrogen. CPK, NLP and TCP20 influence NRT1.1 which in return influences AFB3,

NAC4, ANR1, AXR4 and NRT2.1. All of these have an impact on auxin. High local N
increases cytokinin levels as well. The combination of increased CK and AUX leads to

lateral root growth.

When nitrate is scarce, plants exhibit a survival response, and genes such as ACR4
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and AXR5 are down-regulated [1]. They can be seen on figure 2.4 on the right side being
blocked by low systemic N survival. In response to slightly higher levels of nitrate (semi-
low systemic N foraging), roots exhibit a foraging response. This is due to TAR2 which
causes auxin biosynthesis, the cell wall–associated protein kinase WAK4, and the auxin
transporters MDR4 and PGP4 [16]. At medium levels of nitrate, NRT1.1 increases auxin
signalling through the AFB3, NAC4, OBP4 pathway, resulting in lateral root formation
(left root). However, for very high levels of nitrate, systematic repression occurs, which
is further repressed by HNI9. HNI9 is visible on the upper left side and blocks NRT2.1.

CEP pathways also play an important role in foraging behaviour. Under low nitrate,
roots produce CEPs locally from where they are translocated via the xylem to receptors
in the shoot, called CEP receptors (CEPR) [17]. These produce CEP DOWNSTREAM,
CEPD1 and CEPD2, which are transported back through the phloem to roots where
nitrate is higher and upregulate NRT2.1, hence promoting LR growth [18].
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Category Genes Function
AUX ACR4, AXR5 Causes LR formation, nitrogen defi-

ciency down-regulates them [16].
AFB3, NAC4 and OBP4 This pathway represses auxin sens-

ing when nitrate is very high, and
enhances auxin through NRT1.1
when nitrate is sufficient [19].

NRT1.1/NPF6.3 Auxin importer at low, reducing lat-
erals. At medium it does not trans-
port, increasing LRs [1].

NRT2.1 Transports nitrate under low nitrate
conditions [7].

HNI9 Represses nitrate transport [20].
TAR2 Foraging under low nitrate which re-

sults in increased auxin biosynthesis
[21].

WAK4 Regulates cell elongation, expressed
under low nitrate [16].

MDR4, PGP4 Downstream auxin transporter, for-
aging [16].

CK IPT3, IPT5, CYP735A2, LOG5,
and CKX4

Cytokinin metabolism genes [22].

CLE-CV1 CLE1, CLE2, CLE3, CLE4, CLE5,
CLE7

When nitrogen is very limited, LR
number decreases [23].

CLV1 When nitrogen is scarce it mediates
CLE signalling pathways, thus con-
tributes to inhibited LR growth [23].

CEP CEP1, CEP2, CEP3, CEP5, CEP9,
CEP13, CEP14, CEP15

Roots produce them under low ni-
trate conditions [17].

CEPR1, CEPR2 CEP receptors are part of the CEP
demand signaling pathway, CEPS
bind to them [17].

CEPD1, CEPD2 CEP downstreams are produced
in the shoot [18] and up-regulate
NRT2.1 in roots that are in high N
[17].

miRNA391
miRNA393 Targets AFB3 [19].

Table 2.1: Genes involved in root growth. Phytohormones are in blue, peptides in red,
and micro RNA in yellow.
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Chapter 3

Functional structural plant model

Computational models have an important role in understanding the multiple processes
ongoing in living organisms. Here we used a functional structural plant model to explain
how root growth is affected under different nitrogen conditions. The FSPM is based on
the model of Boer et al. introduced in section 3.1, where the combined signalling pathways
describe lateral root growth.

3.1 Model of Boer

The model introduced by Boer et al. [1] simulates split root experiments by creating
two individual root compartments and measuring the root length for them separately.
The root length is assumed to be proportional to the shoot area. The lengths are also
dependent on N, CEP, and CK signalling pathways. Altogether these lead to the central
equation of the model which measures root growth using an ordinary differential equation
(ODE)1:

dLx
dt

=
1

n
· conv · rx ·

n∑
y=1

Ly (3.1)

where L is the accumulated root length, x is the root compartment being modelled, and
n is the number of compartments (in our case n = 2). The maximum rate of root length
increase per unit of shoot area is given by the conversion factor conv, and rx is the growth
rate dependent on different signals. conv and n are constants defined preliminarily. The
signalling pathways are added incrementally to the model by changing the parameter r
in every step. The signalling pathways are numeric factors which are multiplied together,
giving the product

r = fbasic · flocal · fCEP · fsystrepr · fsystfor (3.2)

The basic signalling (fbasic) is dependent on the systemic nitrate levels. Local nitrate
levels, therefore local signalling (flocal) affects growth through the nitrate transporter
NRT1.1 which transports auxin depending on whether external nitrate levels are high or
not. In a heterogeneous environment, the root on the high nitrate side is significantly
bigger than the one on the low side which suggests systemic demand signalling. This
signalling is conducted through CEP pathways (fCEP) and the regulation of NRT2.1. In a
homogeneous environment under very high nitrate levels the roots become smaller which

1All the ODEs shown here differentiate over functions that are dependent on t but for simplicity are
abbreviated, e.g. Lx(t) to Lx.
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occurs because of systemic repression (fsystrepr). In extreme conditions plants exhibit
either a survival response or systemic repression. In between, there is another response
that has been observed which is referred to as foraging (fsystfor). A schematic drawing
of nitrate, C-terminally coded peptide and cytokinin transport is shown on figure 3.1,
together with the signalling pathways.

Figure 3.1: The root senses and takes up external nitrate (Ne, black), from which the
internal N, CEP, and CK is calculated (Ni, CEPi, CKi, red) in equations 3.3, 3.5, and

3.7. The locally produced N, CEP, and CK are transported to their systemic pools
(Ns, CEPs, CKs, green), calculated in 3.4, 3.6, and 3.8. The growth rate (r, pink)

calculated in equation 3.2 depends on these signals. fbasic is dependent on the systemic
nitrate Ns; flocal on the external nitrate Ne; and fCEP on Ne, CEPs, and CKs. fsystrepr

and fsystfor depend on Ns.

These signals depend on external nitrate, which was defined per root compartment as
Ne,x. Using the external nitrate, the internal nitrate Ni,x can be calculated:

dNi,x

dt
=

(
up1

Ne,x

Ne,x +Kup

+ up2Ne

)
Lx − TupNi,x (3.3)

where the parameters up1, up2, Kup, Tup respectively are the uptake rates, the concentra-
tion, and the rate of transport. The systemic nitrate Ns is given by

dNs

dt
= Tup

n∑
x=1

Ni,x − um
n∑
x=1

Lx − eNs (3.4)

where um and e are rates of nitrate loss.
To model the demand signalling, the produced CEP needs to be calculated as well:

dCEPx

dt
= pCEP

K2
CEP

K2
CEP +N2

e,x

+ Lx − TCEPCEPx (3.5)
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dCEPs

dt
= TCEP

n∑
x=1

CEPx − dCEPCEPs (3.6)

where pCEP is the maximum production rate of CEP, KCEP is the concentration, TCEP the
rate of transport, and dCEP the degradation rate.

For the supply signalling, CK dynamics are added:

dCKx

dt
= pCK

N2
e,x

K2
CK +N2

e,x

+ Lx − TCKCKx (3.7)

dCKs

dt
= TCK

n∑
x=1

CKx − dCKCKs (3.8)

where pCK is the maximum production rate, KCK is the concentration, TCK is the transport
rate, and dCK is the degradation rate of CK.

When all of these signals are added up, the modelled root lengths matched what
happened in experimental studies except for the low side of the plant root in the hetero-
geneous nitrate environment. The suspicion of Boer et al. on why this root compartment
was longer than what was seen in available experimental data was that carbon allocation
was missing from the model. Growth in all the plant organs heavily depends on carbon,
and the allocation of carbon depends on an organ’s sink strength. Quicker growth en-
hances sink strength, hence more carbon is allocated, which in return increases growth
further. Therefore equation 3.1 was modified to

dLx
dt

= gcarbon,x · conv · rx ·
n∑
y=1

Ly, gcarbon,x =
rx

Lx∑n
y=1 Ly∑n

y=1 ry
Ly∑n
z=1 Lz

=
rxLx∑n
y=1 ryLy

(3.9)

Before, root compartments received equal amounts of carbon through 1
n
. With the modi-

fication, the compartments’ growth is weighted based on their relative size Lx∑n
y=1 Ly

which

simulates the carbon sink strength of a compartment. The model showed correct results
after the modification of the growth equation [1], which can be seen on figure 3.3f in the
next section.

3.2 Implementation of the Boer model as an FSPM

The model implemented by Boer et al. [1] has limitations as it is an abstract representa-
tion, only the cumulative length L of the laterals is calculated. There is neither branching
in the RSA, nor a distinction made between the main and the lateral roots in terms of
growth dynamics. Therefore as a first step in our modelling we re-created the Boer model
as a functional structural plant model (FSPM). The aim of a FSPM is to accurately de-
scribe the 3D architecture of a plant and the processes governing its development over
time, taking the environmental factors into account. This can be done on different scales,
from a cell to a forest. All FSPMs follow the paradigm of object oriented programming,
where the plant is built of elementary units, like roots, stems, nodes, buds, etc., each
with its own properties and functions. These components are parameterised and instan-
tiated separately. The explicit representation allows feedback between the structure and
the functions, making them particularly suitable for analysing problems where the spa-
tial structure is relevant to the behaviour of the plant. There are numerous approaches
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RU(180)

ShootOrg(true)

[

RU(45)

for((1:2))(RU(-1.5) RootSegment(1, Nleft))

EZSegment(1, 0, 0, Nleft, 0)

]

[

RU(-45)

for((1:2))(RU(1.5) RootSegment(2, Nright))

EZSegment(2, 0, 0, Nright, 0)

]

Figure 3.2: The definition and the snapshot of the initial root.

to FSPMs: morphological models focus on the plant morphology, some models focus on
the physical and biological processes occurring in a plant, and integrated models were
created for both single plants and plant communities. Most implementations are based
on L-systems [24]. A Lindenmayer system is a type of formal grammar very similar to
a Chomsky grammar. The key difference between the two is how the productions are
applied to a word. In a Chomsky grammar the productions are applied sequentially,
whilst in a Lindenmayer system they are applied in parallel. The aim of a L-system is to
represent the behaviour of living organisms. Replacing all letters in a word in parallel re-
flects the biological motive behind L-systems as cell divisions in organisms happen at the
same time [25, 26]. The programming language XL is an implementation of L-systems.
More specifically XL is a relational growth grammar with built-in ODE solver [27] and is
discussed in more detail in appendix A.

In our model we heavily relied on the Boer model and kept the equations the same.
The improvement was creating a physical representation and the accompanying functions
necessary for it. We did not create the entire plant as some of the organs, like reproductive
ones are of no interest for root growth. Leaves were left out, adding them was not within
the scopes of the thesis. The basic model that we created is made of a shoot and two
roots, as described on figure 3.2.

The shoot is defined as ShootOrg, and both the taproots consist of two root seg-
ments (RootSegment) and one elongation zone segment (EZSegment) each. The RL(a),
RU(a), RH(a) commands rotate these components by a degrees around the x/y/z-axis,
respectively [27].

All plant organs are based on the Organ abstract class which has properties defining
the external and internal amount of nitrate, as well as the amount of CEP and CK, and
the age. In addition to these parameters, the RootSegment is initialised with the length,
and the order of the root, e.g. the taproot is 0th, the lateral 1st order. The parameter
that differs for a root segment is the external nitrate concentration. The EZSegment has
similar properties, and is extended with the growth related functions (figure A.1, A.2) as
this is the part of the plant that is growing, the rest of the root is “constant”. These
functions are implementations of the equations 3.1 and 3.2.
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To verify the accuracy of the FSPM, after implementing the classes with their func-
tions, we proceeded to compare the root lengths of the FSPM and the Boer model in-
crementally adding the different signals. On figure 3.3a we compare the baseline models.
The roots grow with similar speed on both plots, however the FSPM is not as smooth
as the Boer version. The incremental increases in the FSPM are a simulation artefact.
These can be explained by the discrete addition of new root segments and increasing the
spatial resolution in the simulations would resolve these. Indicating the simplicity of the
baseline model, all the roots, except for the homogeneous low ones have almost the exact
same length, therefore those lines overlap on the plots.

Adding the local signalling distinguishes the various conditions, the roots with a high
nitrate environment are growing quicker than the roots on the low side as seen on figure
3.3b.

(a) r = fbasic
The baseline model only focuses on

systemic and not on local internal nitrate
levels, resulting in the separation of the

roots in only low nitrate (green) from the
rest.

(b) r = fbasic · flocal
Local external nitrate separated roots

experiencing high (red, yellow) from roots
experiencing low (blue, green) conditions.
However, the homogeneous high (red) is
larger than the heterogeneous (yellow).

Figure 3.3: Growth dynamics for models. The dashed lines represent the Boer model,
while the solid lines represent the FSPM version.

The results seen on figure 3.3b do not match experimental results where roots grown on
homogeneous soil compared to their heterogeneous counterparts are larger when nitrate
is lacking, and smaller when nitrate is plentiful. When systemic demand signalling is
included, the plots on figure 3.3c show a more realistic image as the HN/LN line increases
the most rapidly.

After adding the systemic demand signalling caused by CEPs the roots in the heteroge-
neous high nitrate side are the fastest growing ones, however the ones on the homogeneous
side do not show the systemic repression that would be expected on homogeneous nitrate
rich soil. This response is included in the next step and is shown on figure 3.3d. The
HN/HN growth is “flattened” and closely follows the line of LN/HN.

All signalling for preferential foraging on the high nitrate side is now added, but the
low nitrate side has been ignored so far. Roots in homogeneous nitrate deprived condi-
tions exhibit a foraging behaviour and grow more quickly than ones in a heterogeneous
environment and roots grown in nitrate rich conditions. After adding systemic foraging
the root lengths are in the right order on figure 3.3e with HN/LN the highest, followed
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(c) r = fbasic · flocal · fCEP

Systemic demand signalling increases the
size of the root that is experiencing high
nitrate on one side (yellow) from the one

experiencing it on both (red).

(d) r = fbasic · flocal · fCEP · fsystrepr
Roots growing in only high nitrate (red)
are smaller than roots in high nitrate on

one side (yellow), but they are significantly
smaller as a result of systemic repression.

Figure 3.3: Growth dynamics for models. The dashed lines represent the Boer model,
while the solid lines represent the FSPM version.

by LN/LN, LN/HN, and finally HN/HN.
Figure 3.3f shows the model after the modification of the growth equation to a version

with carbon allocation. The results match the data available from experimental studies.
The fastest growing root is on the heterogeneous high side because of extensive foraging,
which is followed by the homogeneous low side where foraging still occurs, only with
weaker foraging signals and survival becoming stronger. The homogeneous high side
comes next where systemic repression is occurring, and finally the heterogeneous low side
where the root is showing a survival response.

Adding the signalling pathways incrementally verified the accuracy of the FSPM al-
lowing for improvements to be included in the following steps.

3.3 Extending the model

The Boer model consisted of eight “lateral” components but with no architecture, whereas
the basic FSPM had more potential as it resembled a plant more by having an explicit
shoot, and two roots made up of root segments which ended in elongation zones. However,
we observed that the rate of taproot growth is similar, independent of the nitrate levels
[28, 29]. During root growth, lateral roots are the roots that show a foraging behaviour
and this is where differences in root sizes are visible. If a plant senses more nitrate, more
laterals will start emerging, and they will grow more quickly than one with less nitrate
availability [28]. Therefore the calculation of the root length had to be reconsidered to
separate the lateral and primary roots to an equation where signalling plays a role, and
to one that has constant growth.

We made a distinction between the behaviour of the primary and the lateral roots by
giving them orders. The primary was given the 0th, the lateral the 1st order. The amount
of nitrogen in the soil does not affect the rate of taproot growth [28, 29], therefore they
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(e) r = fbasic · flocal · fCEP · fsystrepr · fsystfor
With systemic foraging included, the

homogeneous low side (green) becomes the
second biggest, instead of smallest root

length.

(f) r = fbasic · flocal · fCEP · fsystrepr · fsystfor
Carbon allocation increases the length of

the homogeneous high side (red) to
become larger than the heterogeneous low

(blue).

Figure 3.3: Growth dynamics for models. The dashed lines represent the Boer model,
while the solid lines represent the FSPM version.

grow with a constant rate l:

dL
(0)
x

dt
= l (3.10)

The growth rate for the laterals (1st order) is

dL
(1)
x

dt
=

1

n0 + n1

· conv · rx ·
n∑
y=1

Ly, n0 + n1 = n (3.11)

The is equation is the same as equation 3.1 as all parts of the root system contribute to
the growth of the laterals. However there is a difference, the differential equations given
in equations 3.3, 3.4, 3.5, 3.6, 3.7 and 3.8 do not calculate the signals for 0th order roots,
only for 1st order ones. Essentially, the taproots are just a structure for the laterals to
grow, the length and the signalling of them does not matter. Calculating the growth rate
r remained the same as in the Boer model, given on equation 3.2.

In the model of Boer et al. a carbon-sink function was used [1], and the growth
equation 3.1 was replaced by equation 3.9. Originally all segments received the same
amount of carbon, which was then replaced by a factor for carbon competition using the
relative sizes of the compartments. This meant that if a root initially started growing more
quickly it would be able to allocate more carbon, increasing its size more rapidly than a
slower growing one. Whereas we wanted the roots to emerge from the growth dynamics.
Laterals form more often if they are in a high nitrate condition, there are about 20-25%
more roots than in a nitrate deprived condition, therefore more roots appear on those
plants [28] which in return enhances the dominance. This does not mean that they are
also long, repression is blocking growth in a completely nitrate rich environment, and the
roots remain small. The ability to replace the carbon-sink function strongly suggests that
there are signalling pathways underlying LR formation. We do not know yet what signals
play a role, but this can be investigated in future work. Including this new signal would
mean that we could control lateral root emergence.
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Another aspect of designing the model was its physical appearance. This involved the
implementation of gravitational tropism in both the taproots and laterals, and the angle
and periodicity of the lateral roots. Gravitropism is a plant’s response to gravity where
the root changes its orientation and bends downwards. It is a growth response during
which cells on the lower side of the elongation zone expand less compared to the cells on
the upper side [30]. Laterals develop following the pattern of a corkscrew, meaning they
rotate around the main root. Moreover, laterals do not form immediately, only after a
certain age of their parent root do they start developing, and if the parent root becomes
too old, they stop forming. On figure 3.4 it is visible that at the top, the taproots do not
have any laterals growing on them, they missed the developmental window. From top to
bottom, the laterals decrease in length as the roots on the lower part started developing
later.

LN/LN LN/HN HN/HN

Figure 3.4: Arabidopsis roots after developing for 8 days under different nitrate
concentrations. There is substantial asymmetry between the lateral roots in differing

environments.

Adding the laterals changed the growth dynamics of the roots for each set up which can
be seen on figure 3.5. Since we are only measuring the lateral root lengths, in the beginning
all the lengths are zero, and afterwards they start growing more rapidly. The LN/LN and
HN/HN lines cross each other which can be attributed to more laterals forming in HN/HN
initially, but because of the systemic repression the growth slows down, whilst LN/LN
starts foraging. The results of the new model do not overlap with the initial model. They
are not completely comparable because the calculations are slightly different, therefore
the order in which the roots appear was of significance.

3.4 Conclusion

The changes made to the FSPM represent root growth more accurately than in previous
models. This involves a 3D physical representation using gravitropism and the patterns of
LR emergence. The taproots and lateral roots are clearly separated, allowing for accurate
measurements of lateral root growth. At the same time the initial growth function is
kept with the aid of controlling LR emergence depending on nitrate availability. However
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Figure 3.5: The growth rate of the LRs shown of figure 3.4. The smallest laterals form
on the heterogeneous low side (blue) indicating a systemic supply signal. The

homogeneous high environment (red) is the second smallest. This is followed by the
homogeneous low side (green), and then the heterogeneous high side (yellow) showing
systemic demand signalling. The new model is shown with a continuous, the initial

model with a dashed line.

it remains unknown what signalling pathways determine that more laterals appear in
a nitrate rich environment. Additionally, realistic carbon transport and allocation is
missing, therefore in the next chapter transcriptomics data is analysed in order to find
genes that could play a role.
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Chapter 4

Analysis of split root data

Underlying a plant’s morphology and physiology are molecular pathways, and through
our data analysis we aimed to find certain genes and modules that have already been
identified to play a key role in root growth adaptation, and other genes that could be
crucial to the development of the root system architecture (RSA) in response to nitrate.

The data analysis was conducted on a single-channel microarray data set of split root
experiments on Arabidopsis thaliana by Ruffel et al. [2]. Microarrays employ probes, also
known as oligos that are bound to a solid surface, – such as glass [31]. A probe is a short
section of a gene and as such, a gene can have many different probes [32]. There are two
types of microarrays, two- and single-channel. In a two-channel experiment, probes are
obtained from two samples and labelled with two fluorescent dyes, Cy3 and Cy5. The
two samples are hybridised to the same microarray chip and the relative mRNA levels
are determined from the Cy3/Cy5 signal [33]. In single-channel arrays, genes are usually
represented by 16–20 pairs of probe sets. A probe pair is made up of a perfect match
(PM) and a mismatch (MM) probe. One sample is hybridised at a time, and signal
intensities are compared from different chips [32, 33]. Both types of microarrays allow
gene expression levels to be compared across several RNA samples. Examples of raw
microarray images taken from the data set of Ruffel et al. are shown on 4.1.

Figure 4.1: Three raw images of microarray data from the Ruffel data set. Each
represents a sample of KNO3 treated roots after 2 hours.

The data set is based on roots being grown in varying nitrate conditions, and is made
up of 36 experiments on 22810 probes. The 36 experiments consist of 3 samples in 3
time points (2 hours, 8 hours, 2 days) and 4 environmental conditions (KNO3 and KCl in
homogeneous soil, KNO3 and KCl in heterogeneous soil). Ruffel et al. found that there are
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genetically distinct systemic signalling pathways, a long distance nitrogen supply signal
and the importance of CK in N demand signalling [2]. Several articles applied the results
in crops, such as the role of cytokinin in barley [34] and rice [35], or systemic N signalling
in graminaceous plant species [36]. Others combined it with other nutrient deficiencies
and stresses [37].

Microarrays compare gene expression levels across several RNA samples. Identifying
these genes is a complicated task as there are thousands of genes, therefore a large number
of tests are needed. There are various conditions, resulting in differing expression levels
and the distributions are often not normally distributed. There are multiple methods
available to find differentially expressed genes, however each one finds a different gene
list resulting in further complications in deciding whether a gene is indeed differentially
expressed or it is only a result of a test statistic. It is essential that the right feature
selection method is used based on the number of samples and genes, and the noise in
the data set to avoid wrong conclusions. The simplest approach, hence one of the most
popular approaches used are t-statistic methods. These are based on the t-test which
assumes that the means are equal in two groups. It has been shown that on small samples
it performs poorly as the false discovery rate is high, the statistical power is small [38, 39]
and the p-values are unreliable [40]. Microarray data faces two issues, the level of noise
is high and the sample size is often small. Combined, these falsely predict genes to be
differentially expressed. The variance estimate can be skewed by the genes that have a
low variance, and because there are a large number of genes, there are always some that
have a low variance by coincidence. Analysis of variance (ANOVA) is a more advanced
t-statistic method, and was originally used on the data set we reanalysed. Unsurprisingly,
in many aspects ANOVA does not show any improvement compared to the basic t-test
as it calculates the standard t-statistic [38, 39].

Empirical Bayes methods, such as Linear Models for MicroArray data (limma) per-
formed the best on multiple data sets, including simulated and real-life, across varying
sample sizes [38, 39, 40]. Empirical Bayes methods are useful if the number of obser-
vations are small as they offer a more complex model for calculating the gene variance.
Empirical Bayes estimates the prior distribution from the data. The moderated variance
is a weighted average of the prior’s variance and the observed variance for each gene.
Essentially, the observed variances are shrinked towards the mean variance. Using the
moderated variance gives a better estimate of the standard deviation compared to the
t-test that uses the sample variance [10]. The advantage of the t-test and ANOVA is that
they execute very quickly, though limma is almost as efficient [39]. Therefore we used
limma in our analysis.

limma uses a general linear model to analyse experiments on gene expression data and
is implemented as an R-Bioconductor package [9]. In the following section some of theory
behind the package is presented together with our implementation.

4.1 Linear modelling

The central idea of the package is to fit a linear model to the expression data for each
gene. We have n = 36 microarrays as there are 3 samples in 3 time points and 4 en-
vironmental conditions. The response vector for the gth gene is yTg = (yg1, . . . , ygn).
However, based on the time points this was split into separate models, resulting in
(yg1, . . . , yg12), (yg13, . . . , yg24), and (yg25, . . . , yg36). The responses in our data are log-
intensities as we have single channel data. Then we can assume that the expectation is
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E[yg] = Xαg (4.1)

where X is the design matrix and αg is a vector of coefficients. There are 4 columns,
one for each scenario, KCl.Control, KCl.Split, KNO3.Control, KNO3.Split. There were 3
repeats for each scenario, meaning 4× 3 = 12 rows. The design matrix in our case is

X =



0 0 1 0
0 0 1 0
0 0 1 0
0 0 0 1
0 0 0 1
0 0 0 1
1 0 0 0
1 0 0 0
1 0 0 0
0 1 0 0
0 1 0 0
0 1 0 0



(4.2)

αgj represents the expression level at the jth experiment. The variance is assumed to be

V ar(yg) = Wgσ
2
g (4.3)

with Wg a non-negative definite weight matrix.
Our data is of a single channel type, therefore it can be analysed similarly to an

ordinary univariate linear model, with the additional step of extracting the contrasts that
are of interest. These are given by βg = CTαg and we want to test whether contrast
values βgj are equal to 0. In this model we make four pairwise comparisons, that reflect
the demand and supply, for both local and systemic signalling. The contrast matrix C
contains the comparisons in its columns in the order of KNO3.Control - KCl.Control,
KNO3.Split - KCl.Split, KNO3.Control - KNO3.Split, and KCl.Control - KCl.Split. The
rows are KCl.Control, KCl.Split, KNO3.Control, and KNO3.Split respectively. Then the
contrast matrix is

C =


−1 0 0 1
0 −1 0 −1
1 0 1 0
0 1 −1 0

 (4.4)

The linear model is fitted for all genes g in order to get the coefficient estimators α̂g,
s2g of σ2

g , and the estimated covariance matrices

V ar(α̂g) = Vgs
2
g (4.5)

where Vg is a positive definite matrix that is independent from s2g. The contrast estimators

are β̂g = CT α̂g with covariance matrices

V ar(β̂) = CTVgCs
2
g (4.6)

The jth diagonal element of CTVgC is vgj. Finally, the ordinary t-statistic can be given

tgj =
β̂gj

sg
√
vgj

(4.7)
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We want to test the null hypotheses H0 : βgj = 0 [10]. In this case what is of interest to
us is H0 : βg3 = 0 and H0 : βg4 = 0 individually because the systemic signalling is in the
last two columns, the third column for high and the fourth for low nitrate.

Further theoretical details of limma are described in the paper of Smyth, including
the moderated t-statistic [10], and Ritchie et al. describe how to implement it within R
[9].

4.2 Quality check

Microarrays can contain many anomalies, the chips can be damaged, the experiment could
have been conducted wrong, the equipment could be malfunctioning. If a sample is much
lighter or darker than the others, or some unexpected artifacts appear, that could be an
indication of bad quality data which needs to be removed. To avoid using faulty data, we
carried out a quality check.

Pre-processing and visualising the data was done with the oligo package [41]. Mi-
croarray images are very noisy and no patterns or artifacts should appear. Therefore the
quality of the data was first checked by observing the raw images of the data. The image
plots did not show any deformation, hence all samples were kept.

Observing the box and density plots of the probe-level data can also show abnormal-
ities. The box plots should appear in similar ranges, where the interquartile ranges and
boxes closely align. The density plots should overlap and not show bimodality. A distri-
bution that is far from the rest indicates a chip with abnormally high or low values. A
bimodal distribution is usually a sign of a spatial artifact in the data [42, 43]. The density
plots on the left largely overlap and there are no signs of bimodality. On the right, the
box plots and the interquartile ranges also indicate good quality data. They are between
4-14 on the log2 scale and the boxes closely align too [32, 42].

Figure 4.2: Histogram and boxplot of raw data. The density plots on the left do not show
anomalies. The boxplots on the right appear comparable ranges.

In a microarray data set samples are highly correlated, as the same set of genes are
used across all repeats. In biomedicine, the Bland–Altman plot [44], also known as the
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Tukey mean-difference plot [45] is widely used to measure the agreement between two
samples by plotting the differences against the means. The aim of the mean-difference
plot is easier visual assessment, as it is easier to observe deviations from a horizontal line
than from a slope. Instead of direct comparison of two samples with the linear line y = x
as the perfect alignment, the coordinate system is transformed, and the horizontal line
y = 0 becomes the perfect alignment [45]. Bland and Altman argue that high correlation
does not imply agreement, therefore they advise against using the correlation coefficient,
and plotting two samples against each other is not informative enough as the data points
will be closely clustered. Thus they suggest to plot the differences against their mean [44].
The MA-plot is an application of the Bland-Altman plot, and was initially implemented
for two channel data. A plot is created from one array, where the log intensities of the red
and green channel are compared. The difference in log expression values M = log2R/G
is plotted against the average of the log expression values A = log2

√
RG [46]. The data

used here is single channel, so two arrays are compared at the same time. For two arrays
i, j and intensities xki, xkj where k = 1, . . . , p are the probes, the intensity ratio is

Mk = log2

(
xki
xkj

)
, (4.8)

and the average is

Ak =
1

2
log2 (xkixkj) . (4.9)

A normalisation curve is fitted to the data points using the loess regression. The as-
sumption with these plots is that the experiments are similar, therefore the loess curve
and most of the data points should appear close to M = 0. The data points that are
outliers are the genes that are potentially differentially expressed [47]. In order to create
MA-plots for a set of single-channel arrays, an artificial array is created as a reference by
averaging over all the other arrays [9]. On figure 4.3 as examples, the first three arrays
are plotted against the reference. The loess curve is typically not affected by the small
fraction of differential genes, and it should be a smooth curve. An oscillating loess curve
would suggest bad quality data [42, 43], and the plots here do not show a sign of that.
A line above or below suggests that there is a bias towards a positive or a negative log
fold change in an array compared to the rest. A decreasing line suggests that genes with
lower intensities are more likely to be up-regulated, and the ones with higher intensities
are more likely to be down-regulated. For an increasing line, it is the opposite. The
differences between the loess lines of the samples and the fact that they do not align with
M = 0 mean that normalisation is necessary [47].

Based on the histogram, the image, bar and MA-plots, all the samples were good
quality, therefore none of the samples have to be discarded and we could proceed to the
normalisation of the data.

4.3 RMA algorithm

The data cannot be compared against each other in its raw form as there is noise and
variation in the measurements which could be due to laboratory conditions, labelling,
physical problems. Not taking into account the noise and using the raw data could
result in incorporation of batch effects or even wrong results. Therefore, the data was
transformed using the RMA algorithm [47, 48, 32]. This involved background correction,
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Figure 4.3: MA plots of KNO3 treated roots after 2 hours against a pseudo-median
reference chip. The data points that are non-differentially expressed appear in blue and
the outliers are black dots. M = 0 is the loess regression line indicated with red. It does

not oscillate suggesting the data is good quality.

normalisation and summarising expressions. For the normalisation, each array needs to
be normalised against all of the others which is achieved through quantile normalisation
[32]. Plotting the cleaned and normalised data, the boxplot and histogram on figure 4.4
and the MA plots on figure 4.5 show that the RMA algorithm was successful [42].

Figure 4.4: Density and box plot of normalised data. The density plot is bimodal, which
is the expected result, the higher peak corresponds to the true signals, the lower to the

background noise. The box plots are aligned, the normalisation was successful, therefore
we can proceed with the analysis.

4.4 Result of the statistical analysis

The data is dependent on three variables, time, nitrogen content and environment (split or
control). Genes can exhibit large differentiation whether they belong to 2 hours, 8 hours
or 2 days, thus we created a multidimensional scaling (MDS) plot on the experiments
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Figure 4.5: KNO3 treated roots after 2 hours against a pseudo-median reference chip
(normalised). The red loess regression line almost completely aligns with the blue line,

further supporting the success of the RMA algorithm.

which resulted in figure 4.6. As visible on this plot, the different time points are indeed
closely clustered which is expected, however the treatments do not. This makes it difficult
to find the changes that are happening due to the different treatments. Therefore we split
up the data into 3 separate experiments for each time point. In each time point the split
root condition was compared against the control for each plant, and the high and low
nitrate sides.

Figure 4.6: MDS plot on all the experiments. Multidimensional scaling creates a matrix
of Euclidean distances based on the expression levels of the samples. All the genes are
averaged into one point, and the distances represent the log2-fold changes between the

experiments. The data points cluster based on time, not on treatment.

We checked if any clusters appeared for the separate time points on figure 4.7. We
were focusing on systemic, not on local signalling, therefore we looked for differences
recorded between Sp.KCl and C.KCl, and Sp.KNO3 and C.KNO3 samples. The previous
is indicative of a N-supply, the latter of a N-demand long-distance signal. Initially, roots
respond to local signalling, visible on the MDS plot too. After 2 and 8 hours the data
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points can only be separated based on whether the nitrate amount was high or low. After
2 days, the experiments clustered more clearly, therefore this is where systemic signals
were likely to be found. However, the small log-fold changes made picking up signals more
challenging. This partly corresponds to the results of Ruffel et al. [2] where after 2 hours
only local signalling occurred, however using dendograms they noticed patterns appearing
after 8 hours. After conducting the linear modelling we were not able to find the same
as the results after 8 hours had high p-values thus statistically unreliable, proving our
assumptions based on the MDS plot true.

Figure 4.7: MDS plot in the three different time points. After 2 hours, the data points
are scattered, however they can be separated on nitrate content. After 8 hours, the
separation is still based on nitrate availability. After 2 days, the experiments cluster
based on the condition too, the control clearly separates from the split for the low

nitrate side.

After 2 days we found several genes that were differentially expressed in nitrate de-
prived conditions which is presented on figure 4.8a. From here on, the genes that we
focused on were the ones of the volcano plot on figure 4.8b that appear above the hori-
zontal line. A volcano plot is a scatter plot that plots the strength of a gene’s strength
(log2-fold change) against their statistical significance (− log10 of the p-value). The most
interesting genes therefore are the ones on the top left and right corner as these show the
biggest log-fold changes whilst having the smallest p-values.

In the list of potential genes not all were relevant as they were not amongst the
target genes, nor were they related to root growth through the molecular pathways that
we were searching for. We made a selection of 18 genes that play a role in N uptake
or signalling, CK biosynthesis, and sugar transport. As noticeable on the heatmap on
figure 4.9a there is a stark contrast between the control low nitrate condition compared
to the rest of the experiments, even more so on figure 4.9b where the means of the
experiments are taken. The dendograms on the sides order the genes based on complete-
linkage hierarchical clustering using the Pearson distance metric as Gibbons and Roth
showed that the complete-linkage method combined with Pearson correlation performed
the best amongst hierarchical clustering methods on single-channel microarray data [49].
The clusters reflect the groups of genes discussed in the following sections. NRT2 genes
appear in a big cluster, together with ROXYs which are known to regulate NRT2.1 [50].
The pairs NIA2 and HHO1, CKX4 and IPT5, CYP79B2 and CYP79B3, and SWEET16
and SWEET17 are clustered together, of which all perform similar roles.

Ruffel et al. [2] selected some sentinel genes by looking at the intersection of C.KNO3
vs. Sp.KNO3 and Sp.KCl vs. C.KCl then clustered them using dendograms. We aimed
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(a) Up and down-regulated genes after 2
days. The red points are up, the blue ones

are down-regulated, and the black ones
are not significant. The further a point is
from zero, the higher the log2-fold change.

(b) Volcano plot highlighting the genes
that showed the highest log2-fold change.
The horizontal line indicates p = 0.05, the
genes below it have p > 0.05. The genes
that are statistically significant and have
the highest log-fold changes have their

names depicted.

Figure 4.8: Log-fold changes of the genes after 2 days.

to recreate the same heatmap with the dendogram based on the expression levels on the
microarrays, but the results on figure 4.10a do not resemble the one seen in the paper.
Nevertheless, IAA17, G6PD3, NIR1, and UPM1 do show a noticeable difference between
Sp.KCl and C.KCl after 2 days. The authors also selected NIA2, though it does not show
differences in the expression levels between experiments. NRT3.1 and NRT2.1 were added
as well, though the latter was not found by their microarray analysis.
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(a) Selected genes after 2 days with all
repeats.

(b) Means of the experiments on selected
genes after 2 days.

Figure 4.9: The heatmaps show the log-expression values of the selected genes across
experiments after two days. They are clustered by relative changes in the expression,
using complete-linkage hierarchical clustering combined with Pearson correlation. The
Z-score represents the standard deviation of a gene from the mean, which is derived

from the set of genes expressed.

4.4.1 NRT1 family

There are two families of nitrate transporters NRT1 and NRT2. Most NRT1s are low-
affinity nitrate transporters which are activated if the nitrate concentration is high, with
the exception of NRT1.1, which is a dual-affinity transporter responsible for both low-
and high-affinity nitrate uptake. In total Arabidopsis has 53 NRT1 transporters [51, 52]
of which we found NRT1.5/NPF7.3 (AT1G32450) and NRT1.4/NPF6.2 (AT2G26690)
(figure 4.11).

NRT1.4 is required for petiole nitrate storage [52]. NRT1.4 is down-regulated under
both limiting and stressful conditions, and up-regulated when N levels increase [15], which
was shown during our analysis as well.

NRT1.5 is a low-affinity, pH-dependent bidirectional nitrate transporter. NRT1.5 is
located in the plasma membrane and is expressed in root pericycle cells close to the
xylem. Transport from the root to the shoot is achieved by NRT1.5 exporting nitrate out
of the pericycle cells and loading it into the xylem vessels depending on the pH level in
the xylem [51]. Surprisingly under limited nitrate, NRT1.5 was up-regulated. However
NRT1.5 is known to respond slowly to changes, it only starts responding to high nitrate
after 8 hours. In low nitrate even after 16 hours, the expression level remains unchanged
[51]. On the right plot of figure 4.11, the expression levels are almost the same across all
conditions after 8 hours. After 2 days the control low experiment is still unchanged, but
the split root and the control high nitrate experiment show the expected response. The
split high is bigger than the control high experiment, and the expression level of the split
low experiment is smaller than the split high.
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(a) Differentially expressed genes of Ruffel
et al. [2].

(b) Selected genes of Ruffel et al. based on
microarray data analysis [2].

Figure 4.10: The heatmaps show the log-expression values of the selected genes across
experiments through each time point. They are clustered by relative changes in the

expression, using complete-linkage hierarchical clustering combined with Pearson
correlation. The Z-score represents the standard deviation of a gene from the mean,

which is derived from the set of genes expressed.

4.4.2 NRT2 family

NRT2s are high-affinity nitrate transporters which are involved when there has been a
prolonged nitrogen deprivation. The genes we found are NRT2.2 (AT1G08100), NRT2.4
(AT5G60770), and NRT2.5 (AT1G12940) which are involved in inducible high-affinity
nitrate uptake (figure 4.12). The results show that as expected, NRT2.2 and NRT2.4
were induced by NO3 while NRT2.5 was repressed [53]. NRT2.2 and NRT2.4 were among
the genes that showed the highest log-fold change.

4.4.3 Auxin biosynthesis

Nitrate is able to regulate the expressions of genes that belong to auxin biosynthetic path-
ways, of which all affect lateral root development. TAR2 (AT4G24670) [21], CYP79B2,
and CYP79B3 [54] are the auxin biosynthesis genes that appeared in our search. TAR2
plays a role in low nitrogen conditions [21], which was the case in our analysis as well
as TAR2 was up-regulated under nitrogen deprived conditions. Plants overexpressing
CYP79B2 and CYP79B3 boost auxin levels [54], aligning with our results where both
were down-regulated under nitrate deficiency (figure 4.13).

4.4.4 Other nitrate related genes

HHOs such as HHO1 directly repress NRT2.4 and NRT2.5, thus HHO1 is an important
player in the signalling pathway in response to nitrogen starvation [55]. HHO1 was slightly
up-regulated.

NIN-like proteins (NLP) regulate many nitrate signaling and assimilation genes, such
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NRT1.4 NRT1.5

Figure 4.11: Expression levels of NRT1 family members through time.

NRT2.2 NRT2.4 NRT2.5

Figure 4.12: Expression levels of NRT2 family members through time.

as NLP3 (AT4G38340) which activates genes involved in nitrate assimilation. Enhance-
ment of NLPs promote, and suppression of NLPs downregulate nitrate-inducible gene
expression, including the nitrate reductase gene NIA2 (AT1G37130) [56]. Both NIA2 and
NLP3 were up-regulated, with NLP3 showing one of the biggest positive log-fold changes
amongst the genes. NIA2 is activated by NLPs, therefore it was less significant than
NLP3 (figure 4.14).

4.4.5 CEP

N deprived roots trigger CEP production, which are then translocated to the shoot
and bind to CEP receptors [17]. CEPRs cause the production of CEPD1/ROXY6 and
CEPD2/ROXY9. These downstream signals up-regulate the expression of the nitrate
transporter gene NRT2.1 [18].

The other CC-type glutaredoxins (ROXY) are also differentially expressed under
N starvation. The expression of six ROXYs (ROXY6,8,9,19–21) are significantly up-
regulated by nitrate deficiency. CEPD1 and CEPD2 are not the only ROXYs that up-
regulate the transcription of NRT2.1 and promote root hair elongation, but so do their
paralogs, ROXY8,9,19-21 [50]. ROXY20/GRXC10 (AT5G11930) and ROXY21/GRXC6
(AT4G33040) appeared in our search. Both were up-regulated, consistent with the NRT2s.
ROXY20 showed strong signals, whereas ROXY21 had a lower log-fold change (figure
4.15).
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TAR2 CYP79B2 CYP79B3

Figure 4.13: Expression levels of auxin biosynthesis genes through time.

HHO1 NLP3 NIA2

Figure 4.14: Expression levels of HHO1, NLP3, and NIA2 through time.

4.4.6 Cytokinin

Cytokinins are hormones that play a crucial role as negative regulators in lateral root for-
mation and growth. The steps of cytokinin biosynthesis are the following. First the
isopentenyl transferases (IPT) catalyse the biosynthesis and isopentenyl adenine (iP)
metabolites are formed. Then part of iP metabolites break down to trans-zeatin (tZ)
metabolites with the aid of hydroxylase enzymes CYP735A. iP and tZ cytokinins release
active cytokinins with the aid of genes called LONELY GUY (LOG). Finally, from iP and
tZ cytokinins CK oxidase/dehydrogenase (CKX) enzymes catalyse cytokinin breakdown
[57]. The steps are also presented on figure 4.16.

The genes that we found are IPT5 (AT5G19040), LOG5 (AT4G35190) and CKX4
(AT4G29740) which are all very responsive cytokinin metabolism genes. As expected
high nitrate down-regulated LOG5, while up-regulated IPT5 and CKX4 [22] (figure 4.17).
IPT5 plays a central role LR formation, it suppresses the initiation of new LRs [57].

4.4.7 Unexpected genes

Some genes that were found had relations to chlorophyll and photosynthesis which one
does not expect in the root. This could be in relation to how the experiment was con-
ducted, such as exposing the root to light. However, there has also been proof that a high
number of mRNAs travel between tissues, such as the one produced by the gene LHCA3
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ROXY20 ROXY21

Figure 4.15: Expression levels of genes playing a role in CEP signalling.

Figure 4.16: Cytokinin pathway.

(AT1G61520). LHCA3 is expressed in root tissue and can be transported from both root
to shoot and shoot to root [58].1

We also found some genes related to sugar transport such as SWEET16 (AT3G16690)
and SWEET17 (AT4G15920) belong to clade IV of SWEETs and are expressed in root
cortical cells. (There are 4 clades. All except for III mainly transport monosaccharides.
Clade III members transport disaccharides.) SWEET17 can export and import fructose,
during normal conditions it acts as an importer, while in unfavourable conditions it be-
comes an exporter. SWEET16 is redundant as it behaves similarly [59]. Both of these
transporters were down-regulated under N deprivation, suggesting that the plant is ex-
porting the nutrients to its organs where the sugar is needed, instead of importing it to
an organ where growth will not be possible. In addition we found SUC1 (AT1G71880)
which is responsible for sucrose unloading in roots and is one of the main transporters of

1The Lhca proteins are associated with the light-harvesting complexes of photosystem I (PSI) and the
Lhcb proteins are associated with those of photosystem II (PSII).
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IPT5 LOG5 CKX4

Figure 4.17: Expression levels of cytokinin genes through time.

the SUC family in roots. It is expressed in the root vasculature in the elongation zone
of the root and sites of lateral root formation [60, 61]. Interestingly, SUC1 was upreg-
ulated in split root compared to control conditions, when N was scarce. However, this
is a systemic signal, and the local signalling matched the expectations and SUC1 was
upregulated under nitrogen rich conditions (figure 4.18).

SUC1 SWEET16 SWEET17

Figure 4.18: Expression levels of sugar transport genes through time.

4.5 Discussion

We found numerous genes, that are key players in nitrogen transport, to be differentially
expressed, such as low (NRT1.4, NRT1.5, NPF2.5) and high (NRT2.2, NRT2.4, NRT2.5)
affinity nitrogen transporters, cytokinin related genes (IPT5, CKX4, LOG5) and others
regulating nitrogen signalling. However, several of the most well-known genes related to N-
signalling did not show significant difference between control and split root environments.
NRT1.1, the best known nitrate transporter and the CEPs we aimed to identify only
appeared in local signalling. Some of these are shown on figure 4.19. NRT1.1 and CLE2
clearly had local signals, the high nitrate roots’ expression levels are bigger than the
nitrate deprived one. On the other hand, CEP1 barely changed through time.

Our findings are not unlike Ruffel et al. [2] who also only found a few genes that are
directly involved in lateral root development and growth. They did not identify NRT1.1 or
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NRT1.1 CEP1 CLE2

Figure 4.19: Expression levels of NRT1.1, CEP1, CLE2.

any genes from the NRT1 family, nor NRT2.1, however they found NRT3.1 the partner of
NRT2.1 which is also responsible for N uptake. N assimilation genes like NIR1 were found,
and G6PD3 and RFNR2 which also play a role in assimilation. Though minimal, there was
some overlap between the genes of ours and Ruffel et al.’s, most notably NRT2.2, NRT2.4,
HHO1, NIA2, NLP3, and SUC1. We considered these to be important, but they did not
mention them in their analysis. In our analysis we saw a significant correlation based on
time, for which Ruffel et al. did not account for, especially the control KCl stood out from
the other experiments. It would be expected that one of KNO3 experiments would show a
stark contrast as well. In the paper they also did not find significant changes after 2 hours,
as did we. However they found that after 8 hours genes were differentially expressed. This
contradicts our findings, though their clustering was not based on nitrate availability, but
root length. Ruffel et al. used the transcriptomics data set, but their results rely heavily
on q-PCR tests. NRT2.1 was not found in the microaarray data analysis, and was added
on the basis of sharing similarities with NRT3.1.

In order to find out the reliability of Ruffel et al., we searched for papers that inves-
tigate the data set, but only few papers citing the results of Ruffel et al. do so. Araya
et al. found CLE3 to be induced by N deprivation [23], however it is unclear what their
methodology was in analysing the data set. No description was given, only an image
with the relative mRNA levels of CLE3 suggesting that they did not use any statistical
tests, and only relied on measuring log-fold changes. Canales et al. combined numerous
data sets, including the one from Ruffel et al. and found more than 2000 genes. They
did not describe in detail which genes were found in which data set and they used a dif-
ferent statistical method, hence a direct comparison between our results is not possible.
Amongst the genes that they highlighted were ones inducing auxin biosynthesis, such as
TAR2, CYP79B3, and CYP79B2 [62]. In conclusion, the results found in this thesis are
considered more reliable as time was accounted for and a better statistical method was
used [38, 39, 40]. Furthermore, the experimental setup of measuring after 2, 8, and 48
hours raises questions of why there was such a big gap left between 8 and 48 hours. Most
likely there were changes happening during that time frame and it would have improved
with finding more details on how gene expressions change.

There are different explanations why many important players did not appear in our
search. Looking at the MDS plot on figure 4.6, we can see that the ranges are quite small
and the experiments are clustered based on time. Catching signals from data like this
is hard, even if differentially expressed genes are found, they often have to be discarded
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Figure 4.20: The heatmap shows the log-expression values of the genes that were found
by both Ruffel et al. and us after two days. They are clustered by relative changes in
the expression, using complete-linkage hierarchical clustering combined with Pearson
correlation. The Z-score represents the standard deviation of a gene from the mean,

which is derived from the set of genes expressed.

because the results are unreliable, i.e. the p-values are high. It is a possibility that
microarrays are not the best way to find all of the signals, the signals found using molecular
studies are not strong enough, and they only appear when they are knocked out or when
they are up-regulated using genetic techniques.
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Chapter 5

Conclusion and Discussion

The root system architecture of plants allows them to adapt to their environmental condi-
tions, such as to the availability of nutrients including nitrate. There has been extensive
research on the RSA’s response to nitrate availability which has shown that roots can
exhibit various responses, survival when nitrate is very low, foraging when low, and re-
pression when high. Split root experiments showed that roots grow significantly quicker
on the high nitrate side, and slower on the low side much more than their counterparts
grown in homogeneous conditions. Several molecular pathways related to root growth are
already known, and Boer et al. [1] successfully combined signals in their model. They
included local nitrate, CEP, and CK signalling, systemic nitrate dependent foraging and
repression. However the model was simplified and there were possible signalling pathways
left to be included, therefore our research was two-fold, consisting of a modelling and a
data analysis part.

During the modelling we created a FSPM based on the XL programming language
that realistically models the initial development of the roots. The model incorporated
all of the signalling mentioned in the Boer model [1]. The initial model consisted of two
taproots made up of compartments, and a shoot, and the growth of these roots followed
the results of the Boer model. However a root architecture does not only consist of
taproots, but lateral roots as well. In experiments it is visible that the laterals are the
part of the root architecture that perform the preferential root foraging behaviour, whilst
the taproots grow at a similar rate. Thus the root lengths reported in papers are based
on lateral roots. We wanted to calculate lengths the same way and extended the FSPM
with laterals. The signalling pathways stayed the same, but the taproots became “transit
areas” where they served nothing more than to have a place for the laterals to grow
on and to connect them with the shoot. Furthermore we added a pattern of stopping
laterals to emerge on low nitrate sides as in experiments we saw that there were 20-25%
more LRs on high nitrate than on low nitrate sides [28]. This was a critical addition as
it allowed us to use the growth function instead of the carbon-sink function that Boer
et al. used to compensate for the root lengths not completely appearing in the right
order. Without the carbon-sink function, the heterogeneous high side of the plant was
the longest, followed by the homogeneous low side, however the heterogeneous low side was
longer than the plant experiencing homogeneous high nitrate conditions. This suggests
that there is indeed another signalling pathway determining lateral root development in
response to nitrate. NRT1.1 was found to play a key role in negatively regulating the
auxin carrier LAX3 and the auxin biosynthesis gene TAR2, of which both are necessary
for optimal LR development. However the exact mechanisms are still poorly understood
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[63].
We experienced difficulties with the modelling software, GroIMP produced different

results when run from the command line than from the IDE. After extensive research we
were still not able to find where this problem originated from. Until the software problems
are fixed a solution would be to create a field of plants with different growing conditions.

Transcriptomics offer a more efficient way of finding important genes in terms of as
they allow hundreds of genes to be inspected at the same time, contrarily to mutant
studies where genes are targeted one by one. We reanalysed transcriptomics data from
Ruffel et al. [2] in the hopes of finding major nitrate signalling routes that were already
incorporated in the model. This was in order to prove that this type of data indeed
offers the possibility of relying less on mutant studies. The genes related to the molecular
pathways of the FSPM were not found, however some genes that share similarities were
discovered which are summarised in table 5.1. NRT1.1 did not appear in our analysis,
however we found NRT1.4 and NRT1.5 which are both low-affinity nitrate transporters
[52], with NRT1.5 being a bidirectional one [51]. We found numerous members of the
NRT2 family (NRT2.2, NRT2.4, and NRT2.5) which are part of the high-affinity transport
system just as NRT2.1 [53]. Though CEP/CEPR/CEPD1/CEPD2 were not observed,
the ROXYs ROXY20 and ROXY21 did, which also play a role in CEP signalling [50]. The
cytokinin genes IPT5, LOG5 and CKX4 [57] were discovered. Our other goal was to find
more genes that play a role in nitrate uptake, transport, and storage, and the genes listed
before met this criteria. NRT1.5 participates in nitrate uptake in LATS [51] and NRT1.4
stores nitrate [52]. There are four NRT2 transporters that nitrate uptake depends on in
HATS, namely NRT2.1, NRT2.2, NRT2.4, and NRT2.5 of which three were found [53].

Category Genes
NRT1 family NRT1.4, NRT1.5
NRT2 family NRT2.2, NRT2.4, NRT2.5
AUX biosynthesis TAR2, CYP79B2, CYP79B3
Other nitrate related HHO1, NLP3, NIA2
CEP ROXY20, ROXY21
CK IPT5, LOG5, CKX4
Sugar transport SWEET16, SWEET17, SUC1

Table 5.1: Genes found during the data analysis.

Future research would involve improving the FSPM as it is still a simplified version
of a root system architecture. The surface of the root should be taken into account
whereas a larger surface means more uptake. The ageing of the root should be considered
in view of the roots becoming woodier as they grow, thus they take up less water and
consequently nitrate. A drier environment disturbs transport as well, because of the lack
of water the nitrate remains in the soil. The lengths are proportionally accurate, but
some fine-tuning is required with the parameters. We still need to identify what signals
cause less laterals to emerge in low nitrate conditions which would make the model more
realistic. Adding carbon allocation and transportation would also improve the model as
carbon is one the nutrients determining root growth. The FSPM could also be extended
with varying nitrate concentrations as plants often experience temporal changes which
affects foraging. Roots develop quicker in environments where nitrate concentrations are
increasing, even when their other roots are growing in richer patches [64]. Transport is
slower in longer roots which could be reflected by including delays in the transport.
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We aimed to combine the modelling and data analysis where significant genes could
have led to adding more signalling pathways. However the two parts remained separate.
It was challenging to identify differentially expressed genes in the microarray data because
the differences in expression levels were small between experiments. With other data sets
it could be possible to pick up more genes that play an important role in preferential
root foraging. Additionally, other data sets could involve shoot data to analyse root-
shoot transport. Microarray data could be replaced with RNA-Seq in view of the costs
of the technology dropping [65]. RNA-Seq could show new insights considering that
they can produce a higher resolution and sensitivity of differentially expressed genes than
microarrays [66].
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Appendix A

The XL Programming Language

The XL programming language is an implementation of relational growth grammars
(RGG). It is an extension of Java, therefore all relevant libraries of Java can be im-
ported. However the more interesting topic is what an RGG is which will be the topic of
the next section, followed by the design of XL with some examples.

A.1 Theoretical background of XL

A.1.1 L-systems

Lindenmayer-systems are a type of formal grammar widely used in structural plant mod-
elling. They operate on an alphabet from which a string of symbols can be constructed,
and using production rules the symbols can be expanded to larger symbols. The produc-
tions are executed in parallel, as in living organisms growth processes happen in parallel.

The simplest kind of L-system is a context-free grammar, given in definition A.1.

Definition A.1 (context-free L-system). A context-free L-system (0L-system) G = (V, α, P )
consists of an alphabet V , an initial empty word α ∈ V +, and a set of productions
P ⊂ V × V ∗. A rule (a, χ) ∈ P is written as a → χ, where a is the predecessor and
χ is the successor.

From the grammar, a context-free language can be generated as in definition A.2.

Definition A.2 (generated language). Let G be a context-free L-system and µ = a1 . . . an
be a word of n symbols. If ∃χ1, . . . , χn ∈ V ∗ such that ai → χi ∈ P , then there is a

direct derivation µ
G
=⇒ ν from µ to ν = χ1 . . . χn in G. The language generated by G is

L(G) =
{
ν ∈ V ∗

∣∣α G
=⇒∗ ν

}
.

The words generated like this are abstract, therefore it is necessary to add an inter-
pretation. We aim to create plant structures with L-systems, so a turtle interpretation is
used to create 3-dimensional structures.

α = F Right Right F Right Right F,

F→ F Left F Right Right F Left F

If a non-deterministic L-system is constructed - which is almost always the case for
plant growth -, then stochasticity is ensured by assigning probabilities to the rules:
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Definition A.3 (stochastic 0L-system). A stochastic 0L-system (G, π) is a context-free
L-system G with a probability function π : P → (0, 1] such that ∀a ∈ V :

∑
χ∈V ∗ π(a →

χ) = 1.

Definition A.4 (stochastic derivation). Let (G, π) be a stochastic 0L-system. A stochastic

derivation µ
G
=⇒ ν is a derivation such that ∀a ∈ µ the probability of applying a→ χ ∈ P

is π(a→ χ).

A.2 The design of XL

A.2.1 Generator Expressions

Generator methods return numerous values one after the other and were defined similarly
to Python.

1. The range operator a:b returns the values a, a+ 1, . . . , b.

2. The array generator a[:] returns all the values of array a.

3. The guard operator a::b returns a if b is true, and no value if b is false.

A.2.2 Aggregate Expressions

Aggregate methods are the counterpart to generator expressions, they take multiple values
and give one result back. These were also defined similarly to Python’s syntax.

• The containment operator a in b returns true if a equals one of the values in b,
otherwise returns false.

• Standard aggregate methods, such as count, max, min, mean are available in the
de.grogra.xl.util.Operators class.

A.2.3 Queries

Queries are the reason that XL stands out from other programming languages. They are
also the most complex part of the language. In a query a pattern is given that is evaluated
against the graph. For a pattern P the query is given by

(* P *).

A pattern can be simple such as

(* f:F & (f.diameter > 0.01) *)

where all nodes f of type F that have bigger diameters than 0.01 are returned. We can
make use of the L-system syntax as in

(* x (<-successor-)* Basis *)

where all Basis nodes are returned, that can be reached from x through successor edges
backwards. Here, successor is a predefined constant which stands for successor edges,
the arrows indicate the direction, and (...)* is a regex which says that an arbitrary
number of edges can be used.
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Patterns

Queries are built from elementary patterns, the simplest being node patterns which are
separated by white spaces. If T is a type, then the term T can already be used as a query
which matches instances of type T. If a reference is necessary, we can declare a variable
as var:T. A special case is var:. where var matches all nodes.

L-systems allow parameterisation, hence XL allows this too, and it is defined similarly
to the mathematical notation of a function and parameter, for example F(a). It is possible
to not give any values with writing F(.), or to omit parameters: G(a,,b).

Nodes are connected through paths, therefore different kinds of path patterns were
created too. Explicit path patterns are defined as

-r-> <-r- -r- <-r->

where r is the relation, which can be a type, a pattern, or an expression.
Regular expressions are crucial to express patterns in a short way, the quantifiers are

+ * ? {n} {n, m} {n,}

which are added to the parenthesis of the pattern, as in the example earlier

(<-successor-)*

A.2.4 Production statements

Production statements form the right-hand side of rules which are made up of expressions.
The simplest form is a node expression, and they share multiple similarities with node
patterns. The nodes here too are separated by white spaces, and they may be prefixed
by an identifier and a colon. They can be prefixed by operators

> < <-> --- >> << >>> in ::

+> <+ <+> -+- >= <= <=> ++ --

/> </ </> -/- + * / % **

--> <-- <--> | || & &&

which are further explained on table A.1, and by edge expressions e

-e-> n <-e- n -e- n <-e-> n

Code blocks can be added as well using { indicating the beginning and } the end, such as

{float f = x/3;}

A.2.5 Rules

Rules consist of queries and production statements presented in the previous two subsec-
tions. The two parts are connected by the arrows ==>> and ==>. For example the rule of
the snowflake is given by

[

Axiom ==> F(1) RU(120) F(1) RU(120) F(1);

F(x) ==> F(x/3) RU(-60) F(x/3) RU(120) F(x/3) RU(-60) F(x/3);

]
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These are so-called structural rules, and a third arrow is used ::> for execution rules.
Execution rules differ from structural rules in production statements, the right-hand side
of these are single imperative statements. These do not change the structure of the graph,
they are good for printing values, or changing values of nodes for example.

Rules are specified in rule blocks, they are defined between square brackets []. Ex-
pressions in node blocks are executed sequentially.

A.2.6 Properties

Properties are similar to instance variables of Java, though they have a different syntax

e[n]

where e is an expression of type T and n is the name of the property.

Assignments

Values can be assigned to variables with the usual equation symbol =, and compound
assignments like += are part of the XL language too. In the case of properties, the
assignment operators are

:= :**= :*= :/= :%= :+= :-=

:<<= :>>= :>>>= :&= :^= :|=

These are deferred assignments, that do not execute immediately, only after the parallel
production has.

A.2.7 Other extensions

for statements

The usual for loops of the Java, including

for (T i : e) b

where i is the iterator of type T, e the expression, and b the body. XL has an even shorter
notation:

for (e) b

Expression lists

Expression lists are taken from the programming language C which defines the comma
operator a, b. This expression evaluates a and passes it to b, discards the result of a, and
then evaluates b and returns the result. The idea is similar here, for example calculating
the squares from 0 to 100 is given by

(int x = 0 : 100, x * x)
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Comparison operator

Next to the traditional comparison operators like ==, <, and <=, a binary one is part of
the XL language defined as

a <=> b

which returns 0 if a and b are equal, 1 if a > b, and -1 otherwise.
The summary of all operators is presented on table A.1.

Operator Description
‘a‘ quote
a[b] array index
a(b) invocation
a[:] array generator
a->b right arrow
a<-b left arrow
a++ postfix increment
a-- postfix decrement
a**b exponentiation
++a prefix increment
--a prefix decrement
+a unary plus
-a negation
~a bitwise complement
!a logical complement
a*b multiplication
a/b division
a%b remainder
a+b addition
a-b subtraction
a<<b left shift
a>>b right shift
a>>>b unsigned right shift

a instanceof T type comparison
a<b less than
a>b greater than
a<=b less than or equal
a>=b greater than or equal
a<=>b comparison
a in b containment
a<->b left-right arrow
a-->b long right arrow
a<--b long left arrow
a<-->b long left-right arrow
a---b line
a+>b plus right arrow
a<+b plus left arrow
a<+>b plus left-right arrow
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a-+-b plus line
a/>b slash right arrow
a</b slash left arrow

a </> b slash left-right arrow
a -/- b slash line
a==b equality
a!=b inequality
a&b bitwise and
a^b bitwise exclusive or
a|b bitwise inclusive or
a&&b conditional and
a||b conditional or
a::b guard
a?b:c conditional
a:b range

a = b assignment
a := b deferred assignment
a op= b compound assignment
a :op= b compound deferred assignment

op ∈ {**, *, /, %, +, -, <<, >>, >>>, &, ^, |}

Table A.1: Operators decreasing by precedence.
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double growthFunction(){

if(side == 1) {

Nex = Nleft;

} else if(side == 2){

Nex = Nright;

}

double size = sum((*r:RootOrgan, r.order == 1)*)[length]);

double N = sum((*ShootOrg*)[Ns]) / size;

double CEP = sum((*ShootOrg*)[CEPs]) / size;

double CK = sum((*ShootOrg*)[CKs]) / size;

double gNE = Nex**2 / (Nex**2 + KCEPNE**2);

double gCK = aCK + (1 - aCK) * (CK**2 / (CK**2 + KCEPCK**2));

double fbasic = abasic + (1 - abasic) * (N**2 / (N**2 + Kbasic**2));

double flocal = (1 - alocal) + alocal * (Nex**2 / (Nex**2 + Klocal**2));

double fsystrep = Ksystrep**4 / (Ksystrep**4 + N**4);

double fsystfor = 1 + asystfor * (Ksystfor**4 / (N**4 + Ksystfor**4));

double fCEP = 1 + aCEP * (CEP**2 / (CEP**2 + KNRT21**2)) * gNE;

double fCEPCK = 1 + aCEP * (CEP**2 / (CEP**2 + KNRT21**2)) * gNE * gCK;

return fbasic * flocal * fCEP * fsystrep * fsystfor;

}

Figure A.1: The equations from the Boer model that calculate all the signalling
occurring in the roots [1].

void calcGrowth() {

double size = sum((*r:RootOrgan*)[length]);

double growth = growthFunction() * conv * size / count((*ez:EZSegment*));

length += growth;

}

Figure A.2: The implementation of equation 3.1.
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