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Who am I?
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https://se-ml.github.io
Software Engineering for Machine Learning



Robustness of autonomous systems

o System robustness describes the ability of a system to
cope with errors and erroneous inputs during
execution

o Algorithmic robustness describes the ability of an
algorithm to maintain training performance when
tested on new and noisy samples

o Robustness has multiple facets, e.g., algorithmic
robustness, system or software robustness
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o When machine learning is used, robustness is broader
and includes trustworthy concerns such as fairness,
privacy, transparency, etc.
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Robustness in the wild
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End to end machine learning engineering
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o The development of engineering principles for the design, development,
operation and maintenance of software systems with ML components



“Traditional” software engineering
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o Traditional software engineering tackles challenges
related to software design, development and operation

o An example of functional SE challenge is verifying that
a system will satisfy its intended functionality (e.g.,
through testing or formal verification)

o Such challenges can be classified in functional and
non-functional

o Examples of non-functional SE challenges are
maintainability, scalability, usability, etc. (also called
“-illities” due to their suffix)
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”Traditional” software engineering for ML
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o Traditional software engineering practices are also
relevant for ML projects

o However, in ML systems traditional software
engineering practices are not prioritised

o The tool support for checking traditional practices is
mature and openly available (typically free of cost)

o Contributing factors are general unawareness of best
practices due to heterogeneous backgrounds

Picture generated by forking the huggingface/transformers repository and 
running the BetterCodeHub tool

o As research code is cloned and modified, these issues
perpetuate



Concrete software engineering for ML
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Pictures generated by forking the huggingface/transformers repository and 
running the BetterCodeHub tool



Benefits of “traditional” software engineering
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Pictures generated by forking the huggingface/transformers repository and 
running the BetterCodeHub tool

o Research in software engineering has shown benefits
of tackling these issue in terms of maintainability,
reusability and general effort reduction

o Challenge: Run a static analysis tool on some of your
research/framework prototypes and reflect on the
outcomes

o Adopting ”off-the-shelf” solution from traditional
software engineering in ML should entail similar results

o To facilitate adoption of engineering principles by
practitioners, they must be actionable



Machine learning engineering
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o Machine learning extends traditional software engineering
concerns along the following dimensions:

o Data-driven behaviour: the development effort for data
management is high, and many challenges regarding e.g.,
bias, fairness, privacy arise

o Inherent uncertainty: the behavior is probabilistic (not
deterministic) which raises challenges regarding testing
and error comprehension

o Rapid experimentation: the development process is
experiment based, with short , parallel iterations



Machine learning engineering practices
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https://github.com/SE-ML/awesome-seml https://se-ml.github.io/practices



Online catalogue of ML engineering practices
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Ranked on difficulty Relation to effects Relation to EU trustworthy AI

https://se-ml.github.io

o Originally 29 practices, now grown to 45

o Grouped into 6 categories

o Contains
o Intent
o Motivation
o Applicability
o Description
o Adoption
o Related practices
o References



Measuring practice adoption

Survey among teams building software with 
ML components

Questions:

o General
ex. Team size, team experience, country,  kind of 
organization, type of data, tools used.

o Practices
ex. ”Our process for deploying our ML model is fully 
automated.”

o Effects
ex. “We are able to easily and precisely reproduce past 
behavior of our models and applications.”
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Tech companies lead practice adoption
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The adoption of best practices by 
tech companies is higher than by 
non-tech companies, governmental 
organizations, and research labs.

14
Alex Serban

cs.ru.nl/~aserban



Practice adoption by data type

The adoption of practices is largely 
independent of the data type used 
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Most adopted practices

Practices related to measurement and versioning
are widely adopted.

The top 4 adopted practices are all related to 
model training.

Top 5

1. Capture the training objective in a metric 
that is easy to measure and understand

2. Share a clearly defined training objective 
within the team

3. Use versioning for data, model, 
configurations and training scripts

4. Continuously measure model quality and 
performance 

5. Write reusable scripts for data cleaning 
and merging 
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Least adopted practices

The two most neglected practices are related to 
feature management.

Outside research, Automated ML through automated 
optimisation of hyper-parameters and model 
selection, is not (yet) widely applied.

Bottom 5

1. Assign an owner to each feature and 
document its rationale 

2. Actively remove or archive features that 
are not used

3. Run automated regression tests 

4. Automate hyper-parameter optimisation
and model selection 

5. Enable shadow deployment 
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Measuring effects of practice adoption
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o For four effects, we hypothesized a relation with
specific sets of practices

o Random forest – demonstrate non-linear relation

o Linear regression – confirmed hypothesis

o Importance of each practice using Shapley values –
some important practices for the effects have low
adoption



ML engineering practices for research
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ML engineering practices for research
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ML engineering practices for research
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ML engineering practices for research

Alex Serban
cs.ru.nl/~aserban22

Team

New Traditional Modified

0

20

40

60

80

100 Not at all

Partially

Mostly

Completely



Reading list
We reviewed scientific and 

popular literature to identify 
recommended practices. 

Check out our Awesome List
with relevant literature.

Catalogue
The best practices that we 
identified are describe in 

more detail in our Catalogue
of ML Engineering Best 

Practices.

Papers
Full details of the

methodology behind our 
survey are described in our 

scientific articles.

se-ml.github.io
Visit our project website for 

more details, to take the 
survey yourself, and to stay 
up-to-date with our latest 

results.

Learn more
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https://github.com/SE-ML/awesome-seml https://se-ml.github.io/practices/

https://se-ml.github.io/publications/

https://github.com/SE-ML/awesome-seml/blob/master/readme.md
https://se-ml.github.io/practices/
https://se-ml.github.io/

