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Abstract

This thesis contains various results surrounding the Jacobian Conjecture. The first chapter is con-
cerned with the Jacobian Conjecture for free groups, which is essentially a worked-out proof of [2].
Then we fast-forward in time by about 35 years and discuss the notion of Mathieu-Zhao spaces, first
introduced by Zhao after noticing similarities between various conjectures implying the Jacobian
Conjecture, including the Mathieu Conjecture. For the history about this, see [7].
On this subject a proof of a generalized version of Duistermaat and Van der Kallen’s theorem (which
in itself is the abelian version of the Mathieu Conjecture) in one dimension is given, based on joint
work with Van den Essen.
The last subject in this thesis are the first steps in classifying all MZ-spaces of finite commutative
rings with identity.



Preface

Back in 2015 I followed a course called Polynomial Mappings. This followed [6] as its main text. During
this course I learned many new ways of proving theorems. These lectures, in combination with the
lectures on Commutative Algebra a year earlier, convinced me that I wanted to write a thesis with
Arno.
Arno introduced me to the notion of Mathieu spaces. At the time I was not interested in them, as all
writing I found about them contained only very difficult theorems and proofs. Instead, I asked for
another subject surrounding the Jacobian Conjecture. Recently, he found out about [2], and asked
me to read that article and study it until I completely understood it. This took about two weeks of
non-stop mathematics (literally). Then two years later I really needed to work hard again to actually
put down the proofs in writing. The result is chapter 1. I am greatly indebted to prof. Van Rooij
for helping me understand the Functional Analysis needed here, a subject I was never very familiar
with.
Then the subject of writing a thesis remained dormant for a while. At a certain point in time, Arno
approached me with another subject: Kernels that are Mathieu-Zhao spaces. This can be found in
chapter 3. Even though I found Mathieu-Zhao spaces no longer as frightening as I did before, since
I now understood at least one difficult proof, I was still not sure I wanted my thesis to go in that
direction.
In May of 2017, prof. Zhao visited Nijmegen. During his talk he mentioned that even for finite rings,
nothing was known about the MZ-spaces. This sparked my interest, as my Bachelor’s thesis was
about the subject of classifying finite rings. Two weeks later I started to think about the example he
mentioned in his talk (Z/100Z) and solved the more general case Z/nZ in fifteen minutes.
That point was the real start of my interest in MZ-spaces. The results of this venture can be found in
the last chapter, while chapter 2 deals with general results about MZ-spaces. My interest has actually
grown so much that right now all I want to do is continue the research into this subject – who would
have thought?
What remains is to explain the logical dependencies of the various chapters in a simple diagram:

1 2 //

��

3

4

When finishing this thesis, many friends offered to proofread the final version of this thesis. I am
already grateful for this offer, even though some of them were unable to proofread this due to time
constraints, solely caused by myself. I specifically want to thank Alex, Ton and Wouter for their time.
For his help in understanding the Functional Analysis needed in the first chapter and communicating
some theorems to me, I am indebted to prof. Van Rooij.
Many thanks go out to dr. Bosma for careful reading of this thesis and suggesting many edits for
better reading that will also help in my future writing.
To prof. Zhao I am very grateful for visiting Nijmegen, introducing this notion of MZ-spaces and
sparking my interest in researching the subject.
Next, although this may seem to come ’out of the blue’, is my profound thanks to dr. Kortram, who
was always there for me when I had a course in Analysis or Applied Mathematics that I could not
pass. Many of these courses I still would not have passed if it were not for him.
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In a similar way, I want to thank my study advisor, Ina, for her continued support and help during
my studies, right until the end (and back).
I am most indebted to my supervisor, Arno, for his many years of guidance through the field of
mathematics. Just as outside of mathematics he has been, and continues to be, an inspiration for me.
I hope that we will be able to continue discussing the many aspects of life for a long time, my friend.
But most of all, I am thankful to my parents, who, even though the level of mathematics that I work
on is difficult for them to grasp, were always supportive of my studies. Without this support I would
have quit mathematics a long time ago.
Thank you, to all teachers in Nijmegen, all students I have met during my ten years here, and all my
friends who have made my life as a student worthwhile.
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Chapter 1

Inverse Function Theorem for Free Groups

The Inverse Function Theorem from Analysis is well-known. When we write down the equivalent
for Polynomial Rings, we get the Jacobian Conjecture. This conjecture is yet unsolved. In 1973, Joan
Birman [2] proved a similar result for Free Groups. We discuss her proof in this chapter. It uses free
differential calculus, as defined by Ralph H. Fox in [8]. This has later been named Fox Calculus. We
will discuss this in section 1.3.
In [6], one can read about the Jacobian Conjecture. For completeness, we shall state the most essential.
We write JF for the Jacobian matrix

JF =

(
dFi(X)

dXj

)
1≤i,j≤n

.

Conjecture. (Jacobian Conjecture) Let k be a field of characteristic zero. Let F : kn → kn be a polynomial
map such that det JF ∈ k∗. Then F is invertible.

The converse of this conjecture is clearly true:
Suppose F is invertible with inverse G, then

(G1(F1(X1, . . . , Xn), . . . , Fn(X1, . . . , Xn)), . . . , Gn(F1(X1, . . . , Xn), . . . , Fn(X1, . . . , Xn)))

= (X1, . . . , Xn).

For brevity, we write X = (X1, . . . , Xn), G = (G1, . . . , Gn) and F = (F1, . . . , Fn), so

G(F (X)) = X.

By the chain rule of differential calculus we get

(JG)(F (X)) · JF (X) = I.

Then by taking determinants, we find det(JG)(F (X)) ·det JF (X) = 1. Hence, since k[X]∗ = k∗,
we find that det JF ∈ k∗.

It is known that the Jacobian Conjecture is false in characteristic > 0 and true for n = 1 in character-
istic 0 :

Example 1.0.1. Consider k a field of characteristic p > 0 and F (X) = X − Xp. Then clearly det JF =
1− pXp−1 = 1. But we have F (0) = F (1) = 0, hence F is not injective and hence not invertible.
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The above example can be easily generalized for arbitrary n :

F = (F1, . . . , Fn) = (X1 −Xp
1 , . . . , Xn −Xp

n)

has JF = In, while X1 = . . . = Xn = 0 and X1 = . . . = Xn = 1 both yield 0 again.

Example 1.0.2. Let k be a field of characteristic zero and consider F : k → k a polynomial map. Then, if
det JF ∈ k∗, we have F ′ ∈ k∗. Hence F is of the form αX + β, where α ∈ k∗ and β ∈ k. Then the inverse is
given by G = α−1X − α−1β :

F ◦G = α(α−1X − α−1β) + β = X − β + β = X.

By the following lemma, we have a different formulation of the Jacobian Conjecture:

Lemma 1.0.3. Let F : kn → kn be a polynomial map. Then F is invertible iff k[X1, . . . , Xn] = k[F1, . . . , Fn].

Proof. ⇒:) If F is invertible with inverse G, then Xi = Gi(F1, . . . , Fn) for each i = 1, . . . , n. Hence
k[X1, . . . , Xn] = k[F1, . . . , Fn], as k[F1, . . . , Fn] ⊂ k[X1, . . . , Xn] is trivial.
⇐:) If k[X1, . . . , Xn] = k[F1, . . . , Fn], then Xi ∈ k[F1, . . . , Fn], i.e., Xi = Gi(F1 . . . , Fn) for some Gi.
Hence F is invertible with inverse G = (G1, . . . , Gn). 4

Using this, we can formulate the Jacobian Conjecture as follows:

Conjecture. (Jacobian Conjecture) Let k be a field of characteristic zero. Let F : kn → kn be a polynomial
map such that det JF ∈ k∗. Then k[X1, . . . , Xn] = k[F1, . . . , Fn].

We now invite the reader to skip ahead compare this result to Theorem 1.2.13 and observe the simi-
larity.

1.1 Prerequisites on group rings

In this section we shall discuss results on group rings necessary for the rest of this chapter. Some
results will be used in other chapters as well.

Definition 1.1.1. Given a group G and a ring R, we can define the group ring R[G] as the set of formal
expressions ∑

g∈G

αgg,

where αg ∈ R and αg = 0 for all but a finite number of g ∈ G.
Addition is defined by ∑

g

αgg +
∑
g

βgg =
∑
g

(αg + βg)g

and multiplication by

∑
g

αgg ·
∑
h

βhh =
∑
g,h

(αgβh)gh =
∑
g

(∑
h

αgh−1βh

)
g
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We can also define a multiplication by scalars from R by setting

r
∑
g

αgg =
∑
g

(rαg)g

This makes R[G] into an R-module.

When R is a commutative ring, we will also speak of a group algebra and when R is a field, we can
also regard R[G] as an R-vector space.
It is clear that for R[G] to be commutative, we need R commutative and G abelian. Also note that the
set of elements of G forms a basis for R[G] as a free R-module (or R-vector space).
Before we give some examples of group rings, we state and prove a lemma.

Lemma 1.1.2. Let R be a ring and Cn the cyclic group of order n. Then R[Cn] ∼= R[X]/(Xn − 1).

Proof. Consider ϕ : R[X]→ R[Cn] with ϕ|R = idR and ϕ(X) = g, where 〈g〉 = Cn. In the usual fashion
ϕ can be extended to a ring homomorphism:

m∑
i=0

aiX
i 7→

m∑
i=0

aig
i.

This ϕ is then surjective. Its kernel clearly contains (Xn − 1). Suppose f ∈ Kerϕ, then ϕ(f) = 0.

If m < n, then a0 + a1g + . . . amg
m = 0 implies that a0 = a1 = . . . = am = 0 since R[G] is a free

R-module with basis {1, . . . , gn−1}.
Now suppose that m ≥ n. Write f = q(Xn − 1) + r, with q, r ∈ R[X] and deg r < n by Euclidean
division. We find that

0 = ϕ(f) = ϕ(q)ϕ(Xn − 1) + ϕ(r) = ϕ(r).

Since deg r < n, we find by the above that r = 0. Hence f ∈ (Xn − 1). The result follows by the First
Isomorphism Theorem. 4

Example 1.1.3. (Q2) : Consider the field of rational numbers Q and the cyclic group of order 2, C2. Then by
the above we have

Q[C2] ∼= Q[X]/(X2 − 1).

Since (X2− 1) = (X − 1)(X + 1) and 1
2
(X + 1)− 1

2
(X − 1) = 1 we find by the Chinese Remainder Theorem

that
Q[C2] ∼= Q[X]/(X − 1)×Q[X]/(X + 1) ∼= Q2.

The preceding example holds for any field F of characteristic 6= 2 :

F[C2] ∼= F2.

For a field F of characteristic 2, we instead have

F[C2] ∼= F[X]/(X2) ∼= F[ε],

with ε2 = 0.
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Example 1.1.4. (Q×Q(
√
−3)) : Let C3 be the cyclic group of order 3. Then we have

Q[C3] ∼= Q[X]/(X3 − 1).

Since 1
3
(X2 +X + 1)− 1

3
(X + 2)(X − 1) = 1

3
(X2 +X + 1−X2 +X − 2X + 2) = 1, we find by the Chinese

Remainder Theorem that

Q[C3] ∼= Q[X]/(X − 1)×Q[X]/(X2 +X + 1) ∼= Q×Q(ζ3) = Q×Q(
√
−3).

Proposition 1.1.5. Given a (commutative) ring R and groups G and H , then we have

Matn(R[G]) ∼= Matn(R)[G]

and
R[G×H] ∼= R[G][H].

Proof. The maps φ : Matn(R[G])→ Matn(R)[G] defined by(∑
g

αij,gg

)
1≤i≤n
1≤j≤n

7→
∑
g

(αij,g)1≤i≤n
1≤j≤n

g

and ψ : R[G×H]→ R[G][H] defined by

∑
(g,h)∈G×H

α(g,h)(g, h) 7→
∑
h∈H

(∑
g∈G

α(g,h)g

)
h

are isomorphisms in both Ring and R-Mod.

As seen in the examples above, group rings aren’t necessarily fields. Since they aren’t commutative,
left inverses might not even be right inverses. We study when left inverses are indeed right inverses.
It is clear that for all αg ∈ R∗ and g 6= e, the element αgg is invertible, its inverse being α−1

g g−1. For
these kind of units it is trivial that xy = 1 implies yx = 1. We now show some results of group rings
where this holds in general.

Lemma 1.1.6. Let R be a ring and G a finite group. If x, y ∈ R[G] and xy = 1, then yx = 1.

Proof. Let x, y ∈ R[G] with xy = 1. Consider the following maps:

x· : R[G]→ R[G], α 7→ xα,

y· : R[G]→ R[G], α 7→ yα,

then x · ◦y· = id. Hence y· is an injective map and x· is surjective.
Since R[G] is finitely generated as an R-module, we find that x· is also injective by Poposition 1.1.7.
Hence yx· = y · ◦x· is injective.
Now consider yxyx = yx, hence yx(yx − 1) = 0. Since yx· is an injective map, we get yx − 1 = 0,
hence yx = 1. 4

We have used
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Proposition 1.1.7. Let M be a finitely generated R-module and let ϕ : M → M be a surjective R-module
homomorphism. Then ϕ is also injective, hence an R-module automorphism.

Proof. Consider M as an R[X]-module via the multiplication f(X) ·m = f(ϕ)(m). Then surjectivity
of ϕ translates to M = XM. Hence for the ideal I = XR[X] of R[X] we have M = IM. Then
by Nakayama’s Lemma (see Proposition 1.1.8) there exists an element Xg(X) ∈ I such that m =
Xg(X)m for all m. I.e., m = ϕ(g(ϕ)(m)). Hence the inverse for ϕ is g(ϕ).

The above proof is based on Nakayama’s Lemma, an important result in Commutative Algebra:

Proposition 1.1.8. (Nakayama’s Lemma) Let R be a commutative ring with identity and let I be an ideal of
R. If M is a finitely generated R-module such that M = IM, then there exists an i ∈ I such that for all
m ∈M we have m = im.

The following generalisation of Proposition 1.1.6 holds:

Lemma 1.1.9. Let R be a ring and G a finite group. If X, Y ∈ Matn(R[G]) and XY = In, then Y X = In.

Proof. By Proposition 1.1.5 we have φ(X)φ(Y ) = φ(In) = 1 ∈ Matn(R)[G], hence by Lemma 1.1.6 we
have φ(Y )φ(X) = 1 = φ(In). Since φ is an isomorphism, we have Y X = In, as required. 4

1.1.1 Main Theorem

The main result of section 1.1 is the following theorem:

Theorem. Let G be a group and X, Y elements of Matn(C[G]) such that XY = In, then Y X = In.

This theorem is essential for the proof of the Inverse Function Theorem for Free Groups, but its proof
is rather lengthy (we adopt the proof of Susan Montgomery [12]). It can be skipped if the reader is
not familiar with the concepts of Functional Analysis used here. Before we can start with proving
this theorem, we discuss a few notions of Functional Analysis.

1.1.2 C∗-algebras and other prerequisites

In this section we assume a certain familiarity with Hilbert spaces and (linear) operators. The most
important results are stated and proved.

Definition 1.1.10. Let A be an associative C-algebra, let ‖ − ‖ be a norm on the C-vector space A, and let
∗ : A → A, L 7→ L∗ be a C-antilinear map. Then (A, ‖ − ‖, ∗) is called a C∗-algebra if (A, ‖ − ‖) is complete
and for all x, y ∈ A we have:

1. x∗∗ = x;

2. (xy)∗ = y∗x∗;

3. ‖xy‖ ≤ ‖x‖‖y‖;

4. ‖x∗‖ = ‖x‖;
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5. ‖x∗x‖ = ‖x‖2.

Example 1.1.11. Let (H, 〈−,−〉) be a complex Hilbert space, let ‖ − ‖0 be the norm induced by 〈−,−〉, let
A = B(H) be the algebra of bounded linear operators onH. Let ‖ − ‖ be the operator norm, i.e.

‖L‖ := sup
x∈H;‖x‖0=1

‖Lx‖0.

Let L∗ be the operator adjoint to L, i.e., 〈Lx, y〉 = 〈x, L∗y〉 for all x, y ∈ H. Then A is a C∗-algebra.

Proof. We check the axioms 1-5. That (A, ‖ − ‖) is complete is standard.

1. We have 〈Lx, y〉 = 〈x, L∗y〉 and 〈L∗x, y〉 = 〈x, L∗∗y〉. Then

〈Lx, y〉 = 〈x, L∗y〉 = 〈L∗∗x, y〉

Hence Lx = L∗∗x for all x and L∗∗ = L, as required.

2. We have
〈LMx, y〉 = 〈Mx,L∗y〉 = 〈x,M∗L∗y〉.

3. We use here that supx∈H;‖x‖0=1 ‖Lx‖0 = supx∈H;x 6=0
‖Lx‖0
‖x‖0 . Then

‖LM‖ = sup
x∈H;x 6=0

‖LMx‖0

‖x‖0

= sup
x∈H;Mx6=0

‖LMx‖0

‖x‖0

= sup
x∈H;Mx6=0

‖LMx‖0

‖Mx‖0

· ‖Mx‖0

‖x‖0

≤ sup
y∈H;y 6=0

‖Ly‖0

‖y‖0

· sup
x∈H;x 6=0

‖Mx‖0

‖x‖0

= ‖L‖‖M‖

4. We prove ‖L∗‖ ≤ ‖L‖ and note that the other inequality is found by substituting L∗ for L and
using that L∗∗ = L.

‖L∗x‖2
0 = 〈L∗x, L∗x〉

= 〈LL∗x, x〉
≤ ‖LL∗x‖0 · ‖x‖0

≤ ‖L‖ · ‖L∗x‖0 · ‖x‖0

Hence ‖L∗x‖0 ≤ ‖L‖‖x‖0 so L∗ is bounded by ‖L∗‖ ≤ ‖L‖. (We have used the Cauchy-Schwarz
inequality as the first inequality.)

5. Note that we have
‖L∗L‖ ≤ ‖L∗‖ · ‖L‖ = ‖L‖2.

For the converse:

‖Lx‖2
0 = 〈Lx, Lx〉

14



= 〈L∗Lx, x〉
≤ ‖L∗Lx‖0 · ‖x‖0

≤ ‖L∗L‖ · ‖x‖2
0

Hence ‖L‖2 ≤ ‖L∗L‖. (Again, we have used the Cauchy-Schwarz inequality.)

4

Definition 1.1.12. An operator L is called idempotent if L2 = L, a projection if it is idempotent and
L∗ = L, furthermore an operator L is called unitary if L∗L = I and LL∗ = I.

Theorem 1.1.13. In the C∗-algebra A from Example 1.1.11, every operator of the form 1 + AA∗ for some
A ∈ A is invertible.

This theorem is valid in any C∗-algebra, but we only need it for this specific case. To prove this
theorem, we first need the following theorem:

Theorem 1.1.14. Let H be a Hilbert space and let A ∈ B(H) be arbitrary. Then I + A∗A is invertible in
B(H).

Proof. Write C = I + A∗A. Then for every x ∈ H we have

‖Cx‖0 · ‖x‖0 ≥ |〈Cx, x〉|
= |〈x+ A∗Ax, x〉|
= |〈x, x〉|+ |〈A∗Ax, x〉|
= |〈x, x〉|+ 〈Ax,Ax〉|
= ‖x‖2

0 + ‖Ax‖2
0

Hence Cx = 0 implies x = 0, so C is injective. Furthermore

‖Cx‖0 ≥ ‖x‖0. (1.1)

We now show that ImC is dense inH and that ImC is closed.
Let x ∈ H be arbitrary such that x ⊥ ImC. Then x ⊥ Cx, i.e., 〈x,Cx〉 = 0. Hence ‖x‖2 + ‖Ax‖2 = 0
and therefore x = 0. So, indeed, ImC lies dense inH.
To show that ImC is closed, let (xn)n∈N be a sequence in ImC that converges inH to some x ∈ H. We
need to show that x ∈ ImC.

Therefore choose yn ∈ H with xn = Cyn. Then ‖yn − ym‖0 ≤ ‖xn − xm‖0, so (yn)n∈N is a Cauchy
sequence. Hence (yn) converges to some y inH. But then (Cyn) converges toCy, hence (xn) converges
to Cy. Since limits are unique, we find x = Cy.

Hence ImC is complete, hence closed.
Therefore C is surjective. By (1.1) we find that C−1 is continuous.

We now only need to prove that (I+A∗A)−1 ∈ A. This follows from two lemmas, which use the same
notations as above in Theorems 1.1.13 and 1.1.14

Lemma 1.1.15. The operator C + iI has an inverse in A.
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Proof. Let s ∈ (0,∞) be such that s > ‖C‖2. Then

C − iI = (C + siI)− (s+ 1)iI

= −(s+ 1)i(I − ((s+ 1)i)−1(C + siI))

= −(s+ 1)i(I − T )

with T = 1
(s+1)i

(C + siI).

Now, if ‖T‖ < 1, then I + T + T 2 + . . . is the inverse of I − T. Note that ‖T‖ = 1
s+1
‖C + siI‖ < 1 if

‖C + siI‖ < s+ 1.

Claim. We have ‖C + siI‖ ≤
√
‖C‖2 + s2.

Proof. We have

‖(C + siI)x‖2 = 〈(C + siI)x, (C + siI)x〉
= 〈Cx+ six, Cx+ six〉
≤ ‖Cx‖2 + 2 Re〈Cx, six〉+ ‖sx‖2

= (‖C‖2 + s2)‖x‖2

Where we have seen that 2 Re〈Cx, six〉 = 2 Re i〈Cx, sx〉 = 0 since 〈Cx, sx〉 ∈ R. 4

By the claim, we find that ‖C + siI‖2 ≤ ‖C‖2 + s2 < s2 + 2s+ 1 = (s+ 1)2 since ‖C‖2 < s. 4

We have the following immediate corollary:

Corollary 1.1.16. For every t > 0, the operator C + tiI has an inverse in A.

Lemma 1.1.17. We have
lim
ε↓0

(C + εiI)−1 = C−1.

Proof. Consider for every ε > 0 the operator C−1 − (C + εiI)−1. Then for small ε

C(C−1 − (C + εiI)−1) = I − (C−1(C + εiI))−1

= I − (I + εiC−1)−1

=
∞∑
n=1

(−1)n−1(εiC−1)n

= εiC−1

∞∑
m=0

(−1)m(εiC−1)m

Then

‖C(C−1 − (C + εiI)−1)‖ ≤ ε‖C−1‖
∞∑
m=0

(ε‖C−1‖)n

If we take ε < 1
‖C−1‖ , then the right-hand-side is ≤ 2ε‖C−1‖.

Therefore,
lim
ε↓0
‖C(C−1 − (C + εiI)−1)‖ = 0,
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and hence:
lim
ε↓0

C(C−1 − (C + εiI)−1) = 0.

Lastly then,
lim
ε↓0

C−1 − (C + εiI)−1 = C−10 = 0.

4

Proof. (of Theorem 1.1.13) The theorem follows directly from Theorem 1.1.14, Corollary 1.1.16 and
Lemma 1.1.17

The above theorems and their proofs were communicated to the author by A. van Rooij.

Lemma 1.1.18. For a projection P we have P = PP ∗ and 1− P is a projection.

Proof. Note that P = P ∗ = P 2 by definition. So P = P 2 = P · P = P · P ∗. Furthermore, we have
(1 − P )∗ = 1 − P ∗ = 1 − P and (1 − P )2 = 1 − 2P + P 2 = 1 − 2P + P = 1 − P , so indeed 1 − P is a
projection. 4

The following theorem will be used in the proof of our main result. It is found in [10]. Note that the
results 1.1.19 - 1.1.22 are stated there in terms of rings of operators, but they go verbatim for arbitrary
(non-commutative) rings if we use the following definitions:

An involution is a ring anti-homomorphism which is its own inverse, i.e., f(xy) = f(y)f(x),
f(x+ y) = f(x) + f(y) and f(f(x)) = x.

A projection is an element in the ring for which we have e∗ = e and e2 = e, given a certain
involution ∗.

Theorem 1.1.19. Let A be a ring with involution ∗ and suppose that for every x ∈ A, 1 + xx∗ is invertible in
A. Then for any idempotent f in A, there exists a projection e such that fA = eA.

Proof. Write z = 1 + (f − f ∗)(f ∗ − f) such that z is invertible by assumption. Furthermore z =
1 + ff ∗ − ff − f ∗f ∗ + f ∗f and z∗ = z. By the very easy lemma below (Lemma 1.1.23), we find that
z = 1 + ff ∗ − f − f ∗ + f ∗f .

Claim. z−1 = (z−1)∗

Proof. We have zz−1 = 1 = 1∗ = (z−1z)∗ = z∗(z−1)∗ = z(z−1)∗ 4

Now we have

fz = f + fff ∗ − ff − ff ∗ + ff ∗f

= f − f + ff ∗ − ff ∗ + ff ∗f = ff ∗f

zf = f + ff ∗f − ff − f ∗f + f ∗ff

= f − f + f ∗f − f ∗f + ff ∗f = ff ∗f

Then z−1 commutes with f and f ∗ :

Claim. - z−1f = fz−1

17



- z−1f ∗ = f ∗z−1

Proof.

- z−1fz = z−1ff ∗f = z−1zf = f

- z−1f ∗z = z−1f ∗z∗ = z−1(zf)∗ = z−1(fz)∗ = z−1z∗f ∗ = z−1zf ∗ = f ∗

In both above equations multiply from the right with z−1. 4

Now we define e = ff ∗z−1.

Claim. e is a projection.

Proof.

- e∗ = (ff ∗z−1)∗ = (z−1)∗ff ∗ = z−1ff ∗ = fz−1f ∗ = ff ∗z−1 = e

- e2 = ff ∗z−1ff ∗z−1 = z−1ff ∗ff ∗z−1 = z−1zff ∗z−1 = ff ∗z−1 = e

Indeed e is a projection. Note that we have used zf = ff ∗f in the third equality from e2 = e.4

Since fe = fff ∗z−1 = ff ∗z−1 = e, we have eA ⊂ fA. Also, since ef = ff ∗z−1f = ff ∗fz−1 =
fzz−1f = f, we have fA ⊂ eA. Hence fA = eA as required.

Lemma 1.1.20. Let e, f be idempotents in a ring A. If fA = eA, then e− f is nilpotent.

Proof. Using that fA = eA, determine a, b ∈ A such that e = fa and f = eb. Then fe = f(fa) = fa = e
and ef = e(eb) = eb = f. Now

(e− f)2 = e2 − ef − fe+ f 2 = e− f − e+ f = 0.

4

Proposition 1.1.21. Let e, f be idempotents in a ring A. If fA = eA, then there exists some invertible x ∈ A
for which f = xex−1.

Proof. Define x = 1 + (e− f). As above fe = e and ef = f. Then

xe = e+ (e− f)e = e+ e2 − fe = e+ e− e = e

and
fx = f + f(e− f) = f + fe− f 2 = f + e− f = e

Hence xe = fx. Now, since (e− f)2 = 0, we find

x(1− (e− f)) = (1 + (e− f))(1− (e− f))

= 1− (e− f) + (e− f)− (e− f)2

= 1− (e− f)2

= 1

18



and

(1− (e− f))x = (1− (e− f))(1 + (e− f))

= 1 + (e− f)− (e− f)− (e− f)2

= 1

Hence x is invertible and we have xex−1 = f.

If there exists an invertible x ∈ A such that f = xex−1, we call e and f similar.

Corollary 1.1.22. Let A be a ring with involution ∗ and suppose that {1 + xx∗ | x ∈ A} ⊂ A∗. Then every
idempotent f ∈ A is similar to a projection.

Proof. This is a direct corollary of Theorem 1.1.19 and Proposition 1.1.21. 4

Lemma 1.1.23. Let A,B be rings and f : A → B be a ring (anti-)homomorphism. Let e be an idempotent in
A, then f(e) is an idempotent in B.

Proof. We have f(e) = f(e2) = f(e)f(e) = f(e)2. 4

1.1.3 Proof of the Main Theorem

We start with proving our main result for n = 1 :

Theorem 1.1.24. Let G be a group and x, y elements of C[G] such that xy = 1. Then yx = 1.

Proof. On C[G] we have two maps:

∗ : C[G]→ C[G],
∑
g∈G

αgg 7→
∑
g∈G

αgg
−1

and
tr : C[G]→ C,

∑
g∈G

αgg 7→ α1.

The first is an involution, we write x∗ := ∗(x). Then

Claim. This tr is a C-linear map with

i) tr(1) = 1;

ii) tr(xy) = tr(yx) for all x, y ∈ C[G];

iii) tr(xx∗) ≥ 0 for all x ∈ C[G] and tr(xx∗) = 0 =⇒ x = 0.

Proof.
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) Let x, y ∈ C[G] and λ ∈ C be arbitrary. Write x =
∑

g∈G αgg and y =
∑

g∈G βgg. Then we
have

tr(x+ y) = tr

(∑
g∈G

(αg + βg)g

)
= α1 + β1 = tr(x) + tr(y)

and

tr(λx) = tr

(∑
g∈G

(λαg)g

)
= λα1 = λ tr(x).

Thus tr is indeed a C-linear map.

i) Since 1 ∈ C[G] is just 1·1 where the first 1 ∈ C and the second 1 ∈ Gwe find that tr(1) = 1.

ii) Let x, y ∈ C[G] be arbitrary. Write x =
∑

g∈G αgg and y =
∑

g∈G βgg. Then

tr(xy) = tr

( ∑
g∈G,h∈G

(αgβh)gh

)
=
∑
g∈G

αgβg−1

and

tr(yx) = tr

( ∑
h∈G,g∈G

(βhαg)hg

)
=
∑
h∈G

βhαh−1

which agree.

iii) We have

tr(xx∗) = tr

((∑
g∈G

αgg

)(∑
g∈G

αgg
−1

))
=
∑
g∈G

|αg|2.

Therefore tr(xx∗) =
∑

g∈G |αg|2 ≥ 0, since |αg| ≥ 0. Lastly, if tr(xx∗) = 0, then |αg| = 0 for
all g ∈ G, hence αg = 0 for all g ∈ G. Thus x = 0.

4

We can bestow upon C[G] an inner product given by 〈
∑

g∈G αgg,
∑

g∈G βgg〉 =
∑

g∈G αgβg.

Claim. This indeed defines an inner product on C[G].

Proof. Let λ ∈ C and x, y, z ∈ C[G] be arbitrary. Write x =
∑

g∈G αgg, y =
∑

g∈G βgg and
z =

∑
g∈G γgg. Then we have

〈λx, y〉 = 〈λ
∑

αgg,
∑

βgg〉

= 〈
∑

λαgg,
∑

βgg〉

=
∑

λαgβg

= λ
∑

αgβg

= λ〈
∑

αgg,
∑

βgg〉

= λ〈x, y〉
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and

〈x+ y, z〉 = 〈
∑

αgg +
∑

βgg,
∑

γgg〉

= 〈
∑

(αg + βg)g,
∑

γgg〉

=
∑

(αg + βg)γg

=
∑

αgγg +
∑

βgγg

= 〈
∑

αgg,
∑

γgg〉+ 〈
∑

βgg,
∑

γgg〉

= 〈x, z〉+ 〈y, z〉

Hence 〈−,−〉 is linear in its first component. Furthermore

〈y, x〉 = 〈
∑

βgg,
∑

αgg〉

=
∑

βgαg

=
∑

βgαg

= 〈
∑

αgg,
∑

βgg〉

= 〈x, y〉

and
〈x, x〉 =

∑
αgαg =

∑
|αg|2

hence 〈x, x〉 ≥ 0 and 〈x, x〉 = 0 ⇐⇒ x = 0. So indeed this defines an inner product on C[G]. 4

We write ‖
∑

g∈G αgg‖0 =
(∑

g∈G |αg|2
) 1

2
for the norm induced by this inner product and we complete

C[G] to a Hilbert spaceH with respect to this norm. In particular note that ‖x‖0 = tr(xx∗)
1
2 . Now for

any x ∈ C[G], left multiplication by x is an element of B(H), the bounded linear operators onH.

Claim. For all x ∈ C[G], left multiplication by x is a bounded linear operator onH.

Proof. Write Lx for the map defined by left multiplication by x.

• Let λ, µ ∈ C and v, w ∈ C[G]. We will show Lx(λv + µw) = λLx(v) + µLx(w) for linearity.

Lx(λv + µw) = x(λv + µw)

= xλv + xµw

= λxv + µxw

= λLx(v) + µLx(w)

We have used the distributivity of multiplication over addition in C[G].

• Note that

‖Lx(y)‖0 = ‖xy‖0 = ‖
∑
g∈G

αggy‖0 ≤
∑
g∈G

|αg|‖gy‖0 =

(∑
g∈G

|αg|

)
‖y‖0

where we have used the claim below, that ‖gx‖0 = ‖x‖0 for all g ∈ G.
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Claim. For all g ∈ G we have ‖gx‖0 = ‖x‖0.

Proof. Note that h 7→ gh is a permutation of G. Hence

‖gx‖0 = ‖
∑
h∈G

βhgh‖0 =

√∑
h∈G

|βh|2 = ‖x‖0.

4

Now we have seen that Lx : C[G]→ C[G] is a bounded linear operator, which we can extend to
H since C[G] is dense inH. 4

If we write ‖ − ‖ for the operator norm on B(H), then ‖Lx‖ = sup{‖Lx(v)‖0 | v ∈ H, ‖v‖0 = 1} ≥
‖Lx(1)‖0 = ‖x‖0 and L∗x = Lx∗. Therefore Lg is a unitary operator.

Claim. For all x ∈ C[G] we have L∗x = Lx∗ , while Lg is a unitary operator for all g ∈ G.

Proof.

• In order to prove L∗x = Lx∗ we need to show that for every y, z ∈ H we have 〈Lx(y), z〉 =
〈y, Lx∗(z)〉. Since inner products are continuous in either argument and C[G] is dense in
H, we may assume y, z ∈ C[G]. Since y, z ∈ C[G] are linear combinations of g ∈ G, we can
suffice by showing 〈Lx(h), h′〉 = 〈h, Lx∗(h′)〉 for all h, h′ ∈ G. Write x =

∑
g∈G αgg. Then

〈Lx(h), h′〉 = 〈
∑
g

αggh, h
′〉

=
∑
g

αg

= 〈h,
∑
g

αgg
−1h′〉

= 〈h, Lx∗(h′)〉

• We have
LgL

∗
g = LgLg∗ = LgLg−1 = Lgg−1 = L1 = I

and
L∗gLg = Lg∗Lg = Lg−1Lg = Lg−1g = L1 = I

So Lg is unitary.

4

Now we write A for the closure of {Lx}x∈C[G] in B(H) with respect to the operator norm. Then by
Example 1.1.11 A is a C∗-algebra and for all A ∈ A we find that 1 +AA∗ is invertible in A by Theorem
1.1.13.
Then by Corollary 1.1.22, we find that every idempotent in A is similar to a projection. We now wish
to define our trace map on A. Write tr(Lx) = tr(x). Note that tr is continuous on {Lx}x∈C[G] :
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Proof. Note that we have ‖Lx‖ ≥ ‖x‖0. Also,

‖x‖0 =

√∑
g∈G

|αg|2 ≥ |α1| = | tr(x)|,

hence ‖Lx‖ ≥ | tr(x)|.
Then | tr(x) − tr(y)| = | tr(x − y)| ≤ ‖Lx−y‖ = ‖Lx − Ly‖, so we find that tr is continuous on
{Lx}x∈C[G]. 4

Now we can extend tr to the whole of A. Then this extended tr has the same properties as our original
tr : C[G]→ C :

Claim. tr is a C-linear map with

i) tr(I) = 1;

ii) tr(XY ) = tr(Y X) for all X, Y ∈ A;

iii) tr(XX∗) ≥ 0 for all X ∈ A and tr(XX∗) = 0 =⇒ X = 0.

Proof. Let X, Y ∈ A be arbitrary and λ ∈ C. Choose (xn)∞n=0 ∈ C[G] such that

lim
n→∞

‖Lxn −X‖ = 0,

and likewise some (yn)∞n=0 ∈ C[G] such that

lim
n→∞

‖Lyn − Y ‖ = 0.

) Note that

tr(λX) = tr
(
λ lim
n→∞

Lxn

)
= tr

(
lim
n→∞

λLxn

)
= lim

n→∞
tr(λLxn)

= lim
n→∞

tr(Lλxn)

= lim
n→∞

tr(λxn)

= lim
n→∞

λ tr(xn)

= λ lim
n→∞

tr(xn)

= λ lim
n→∞

tr(Lxn)

= λ tr
(

lim
n→∞

Lxn

)
= λ tr(X)

Also

tr(X + Y ) = tr
(

lim
n→∞

Lxn + lim
n→∞

Lyn

)
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= tr
(

lim
n→∞

Lxn + Lyn

)
= lim

n→∞
tr(Lxn + Lyn)

= lim
n→∞

tr(xn + yn)

= lim
n→∞

tr(xn) + tr(yn)

= lim
n→∞

tr(Lxn) + tr(Lyn)

= lim
n→∞

tr(Lxn) + lim
n→∞

tr(Lyn)

= tr
(

lim
n→∞

Lxn

)
+ tr

(
lim
n→∞

Lyn

)
= tr(X) + tr(Y )

so tr is indeed a C-linear map.

i) We have tr(I) = tr(L1) = tr(1) = 1.

ii) Note that

lim
n→∞

‖Lxnyn −XY ‖ = lim
n→∞

‖LxnLyn −XY ‖

= lim
n→∞

‖(Lxn −X)Lyn +X(Lyn − Y )‖

≤ lim
n→∞

‖(Lxn −X)Lyn‖+ ‖X(Lyn − Y )‖

≤ lim
n→∞

‖Lxn −X‖‖Lyn‖+ ‖X‖‖Lyn − Y ‖

= lim
n→∞

‖Lxn −X‖‖Lyn‖+ lim
n→∞

‖X‖‖Lyn − Y ‖

= 0

since Lyn converges to Y . Similarly

lim
n→∞

‖Lynxn − Y X‖ = 0.

Then we have

tr(XY ) = tr
(

lim
n→∞

Lxnyn

)
= lim

n→∞
tr(Lxnyn)

= lim
n→∞

tr(xnyn)

= lim
n→∞

tr(ynxn)

= lim
n→∞

tr(Lynxn)

= tr
(

lim
n→∞

Lynxn

)
= tr(Y X)

iii) Note that
lim
n→∞

‖L∗xn −X
∗‖ = 0
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hence
lim
n→∞

‖Lxnx∗n −XX
∗‖ = 0.

Then

tr(XX∗) = tr
(

lim
n→∞

Lxnx∗n

)
= lim

n→∞
tr(Lxnx∗n)

= lim
n→∞

tr(xnx
∗
n) ≥ 0

Now suppose that tr(XX∗) = 0, i.e., limn→∞ ‖xn‖2
0 = 0. Then limn→∞ ‖xn‖0 = 0.

If we show that Xg = 0 for all g ∈ G, then since any element of C[G] is a finite linear
combination of g ∈ G, and C[G] is dense inH, then X = 0.

Let g ∈ G be arbitrary. We have

‖Xg‖0 = ‖( lim
n→∞

Lxn)g‖0

= ‖ lim
n→∞

Lxng‖0

= ‖ lim
n→∞

xng‖0

= lim
n→∞

‖xng‖0

= lim
n→∞

‖xn‖0‖g‖0

= ‖g‖0 · lim
n→∞

‖xn‖0

= 0

Hence Xg = 0 for all g ∈ G.

4

Now, if e is an idempotent in C[G], then we have the following:

Claim. - tr(e) = 0 =⇒ e = 0;

- tr(e) = 1 =⇒ e = 1;

- 0 ≤ tr(e) ≤ 1.

Proof. Since e is an idempotent in C[G], we find that Le is an idempotent in A. Therefore,
Le = A−1PA with P a projection. Then tr(P ) = tr(Le) = tr(e). Since P is a projection, we have
P = PP ∗ (see Lemma 1.1.18).

- Now if tr(e) = tr(P ) = 0, then tr(PP ∗) = 0 and hence (by iii) of the previous claim) P = 0, i.e.
Le = 0 and e = 0.

- If tr(e) = 1, then tr(1− e) = 0, hence tr(1− P ) = 0. Then

tr((1− P )(1− P ∗)) = tr(1− P − P ∗ + PP ∗) = tr(1− P ) = 0

Now by part iii) of the previous claim, 1− P = 0, hence 1− Le = 0 and e = 1.
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- If tr(P ) 6= 0, then tr(PP ∗) 6= 0, hence tr(P ) > 0. If P 6= 1, then since 1− P is also a projection
(see Lemma 1.1.18), we have tr((1−P )(1−P ∗)) 6= 0, hence 1−tr(P ) = tr(1−P ) = tr((1−P )(1−
P ∗)) > 0. Therefore 0 < tr(P ) < 1. Together with P = 0 and P = 1, we find 0 ≤ tr(P ) ≤ 1.

4

Now suppose that x, y ∈ C[G] are such that xy = 1. Then since yx is an idempotent, we find that
tr(yx) = tr(xy) = 1, hence yx = 1, by the previous claim. This completes the proof.

Then the essential theorem of this section will be a direct corollary of the following theorem:

Theorem 1.1.25. Let G be a group and x, y elements of Matn(C)[G] such that xy = 1, then yx = 1.

Proof. This proof is similar to the proof for n = 1, where the maps on Matn(C)[G] are:

∗ : Matn(C)[G]→ Matn(C)[G],
∑
g∈G

Agg 7→
∑
g∈G

Atgg
−1

and
tr : Matn(C)[G]→ C,

∑
g∈G

Agg 7→ Tr(A1).

Corollary 1.1.26. Let G be a group and X, Y elements of Matn(C[G]) such that XY = In, then Y X = In.

Proof. This is a direct corollary of Theorem 1.1.25 and Proposition 1.1.5. 4

1.2 Fox-calculus

Fox-calculus is essentially just calculus on free group rings. We start by defining what a derivation
on a group ring is and apply this to free group rings. We will ultimately arrive at the chain rule for
Fox-calculus, which is needed in the proof of the Inverse Function Theorem for Free Groups.

1.2.1 Derivations on group rings

Let G,H be groups and φ : G → H be a group homomorphism. Then this φ extends to a ring homo-
morphism φ : R[G]→ R[H] by ∑

g

αgg 7→
∑
g

αgφ(g).

For example, let ε : G→ 1 be the trivial group homomorphism. Then ε : R[G]→ R∑
g

αgg 7→
∑
g

αgε(g) =
∑
g

αg.

Definition 1.2.1. We define a derivation D on R[G] as an R-linear map D : R[G]→ R[G] that satisfies:

D(uv) = D(u)ε(v) + uD(v) for all u, v ∈ R[G]. (1.2)
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Remark. The last equation simplifies for group elements as

D(gh) = D(g) + gD(h) for all g, h ∈ G. (1.3)

Since D(0) = D(0 + 0) = D(0) + D(0) we have D(0) = 0 and D(1) = D(1 · 1) = D(1) · 1 + 1 · D(1) =
D(1) +D(1), hence D(1) = 0. By R-linearity we then have D(r) = rD(1) = 0 for all r ∈ R.

We list some properties:

Lemma 1.2.2. Let R be a ring and G a group. We have

D

(∑
g

αgg

)
=
∑
g

αgD(g). (1.4)

D(u1u2 · · ·un) =
n∑
i=1

u1 · · ·ui−1 ·Dui · ε(ui+1) · · · ε(un) (1.5)

D(g−1) = −g−1D(g) (1.6)

Proof. (1.4) is just another way of stating the R-linearity of D.
(1.5) follows inductively from (1.2). For n = 1, we have nothing to prove. For n = 2 it is precisely
(1.2). Assume it holds for n− 1. Then

D(u1u2 · · ·un) = D((u1 · · ·un−1)un)

= D(u1 · · ·un−1)ε(un) + u1 · · ·un−1D(un)

= D(u1 · · ·un−1) + u1 · · ·un−1D(un)

= u1 · · ·un−1D(un) +
n−1∑
i=1

u1 · · ·ui−1D(ui)ε(ui+1) · · · ε(un−1)

=
n∑
i=1

u1 · · ·ui−1D(ui)ε(ui+1) · · · ε(un)

(1.6) then follows from 0 = D(1) = D(gg−1) = D(g)ε(g−1) + gD(g−1) = D(g) + gD(g−1). 4

Proposition 1.2.3. Let DerR(G) be the set of derivations on R[G]. Then DerR(G) is a right R[G]-module,
with operations defined as:

(D1 +D2)(v) = D1(v) +D2(v);

(Dv)(u) = D(u)v.

Proof. We have

(D1 +D2)(u+ v) = D1(u+ v) +D2(u+ v)

= D1(u) +D1(v) +D2(u) +D2(v)

= (D1 +D2)(u) + (D1 +D2)(v)

and

(D1 +D2)(uv) = D1(uv) +D2(uv)
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= D1(u)ε(v) + uD1(v) +D2(u)ε(v) + uD2(v)

= D1(u)ε(v) +D2(u)ε(v) + uD1(v) + uD2(v)

= (D1(u) +D2(u))ε(v) + u(D1(v) +D2(v))

= (D1 +D2)(u)ε(v) + u(D1 +D2)(v)

Hence D1 +D2 is a derivation.
Since

(Dv)(u1 + u2) = D(u1 + u2)v

= D(u1)v +D(u2)v

= (Dv)(u1) + (Dv)(u2)

and

(Dv)(u1u2) = D(u1u2)v

= D(u1)ε(u2)v + u1D(u2)v

= (Dv)(u1)ε(u2) + u1(Dv)(u2)

we find that Dv is a derivation.
Then DerR(G) is a right R[G]-module, with operations defined as above.

Remark. We cannot bestow upon DerR(G) the structure of a left R[G]-module by setting (vD)(u) = vD(u),
for we have

(vD)(u1u2) = vD(u1u2)

= v(D(u1)ε(u2) + u1D(u2))

= vD(u1)ε(u2) + vu1D(u2)

= (vD)(u1)ε(u2) + vu1D(u2)

Since v does not necessarily commute with u1, we see that vD is not necessarily a derivation.

1.2.2 Derivations on free group rings

We begin with an example of a free group, that should explain the terminology and the properties of
the free group.

Example 1.2.4. Let A = {a, b}, then A∗ is the set of all finite sequences consisting of a’s and b’s, e.g.,

1 a b ba aa abb babb abababbabab abababaaa

Here we write 1 for the empty sequence, this is clearly finite and only contains a’s and b’s (even though it
doesn’t contain any of those).
We can add a binary operation of concatenation to this set A∗. We write that here (in this example only) as ♦,
e.g.,

a♦b = ab a♦1 = a a♦a = aa
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If we add the relations ab− 1 and ba− 1, i.e., construct

A∗/ < ab− 1, ba− 1 >

while still using ♦ as multiplication, we find e.g.,

ababba♦baabaaa = 1♦aaa = aaa aaaabb♦aab = aaaabbaab = aaa

One may easily verify that this structure A∗/ < ab − 1, ba − 1 > yields a group with multiplication ♦ and
unit 1. We call this group the free group on one variable or free group on one generator. The elements of
a free group are called words.

Let X be a free group with a set (xi)i∈I of generators. Every u ∈ X is an equivalence class of elements
in X , represented by a unique reduced word

xe1j1x
e2
j2
· · ·xerjr , where ei = ±1 and ei + ei+1 6= 0 when ji = ji+1

The length of u is the number r.
The inverse of a (reduced) word is represented by

x−erjr
· · ·x−e2j2

x−e1j1

and the unit element 1 is represented by the empty word of length 0.
The following example is to clarify these notations on the free group with two elements.

Example 1.2.5. Now, let A = {a, b, x, y} and consider

A∗/ < ab− 1, ba− 1, xy − 1, yx− 1 >

i.e. the free group on two generators. The following words aren’t reduced

axbay abxaayabx aaaaab

Their reduced forms are respectively
a xaa aaaa

For the following word, we list its inverse word

aaxxaybxb→ ayaxbyybb.

If we want, we can write a−1 for b and x−1 for y to obtain

aaxxax−1a−1xa−1 → ax−1axa−1x−1x−1a−1a−1.

If w = x1x
−1
2 x3x

−1
1 is a word in the free group X with generators (xi)i∈N, then we can speak of initial

segments of w. Here, the initial segments are

1, x1, x1x
−1
2 , x1x

−1
2 x3, w.

A word w of length 1 has only two initial segments: 1, w. A word of length r has exactly r + 1 initial
segments.

29



LetR be a ring, then elements ofR[X] can be considered as
∑

u∈X auu, with at most finitely many au ∈
R nonzero. With x as the double sequence ((xi)i∈I , (x

−1
i )i∈I), we write f(x) for such an expression

to indicate that we can consider f(x) :=
∑

u∈X auu as a “polynomial” in the variables (xi)i∈I and
(x−1

i )i∈I .

As before, the homomorphism ε : R[X]→ R gives f(x̄) 7→ f(1), i.e.∑
u∈X

auu 7→
∑
u∈X

au.

Example 1.2.6. Let U be the free group on three variables: x, y, z. Let R = Z be the ring of integers. Then

f(x) = xy + 2xxz + xzxxz−1 − 4yx−1 + x−1x−1y

is an element of Z[U ] and ε(f(x)) = 1 + 2 + 1− 4 + 1 = 1.

We now can characterize all derivations on R[X] for an arbitrary ring R and free group X :

Theorem 1.2.7. There exists a derivation ∂
∂xj

for each generator xj of X with the property that

∂xk
∂xj

= δj,k.

Furthermore, there exists only one derivation D that maps (xj)j∈I to given elements (hj(x̄))j∈I of R[X],
xj 7→ hj(x̄).
This is given by

D(f(x̄)) =
∑
j∈I

∂f(x̄)

∂xj
hj(x̄). (1.7)

Proof. For each j ∈ I and every element u ∈ X we define

〈j, u〉 =

{
1 if u starts with xj
0 else

For instance 〈1, x1x2〉 = 1, 〈2, x1x2〉 = 0 and 〈1, x−1
1 x2〉 = 0.

We extend this definition linearly in the second component for elements of R[X]:

〈j, f(x̄)〉 = 〈j,
∑
u∈X

auu〉 =
∑
u∈X

au〈j, u〉.

We then define for each j ∈ I and w ∈ X

〈j, w, f(x̄)〉 = 〈j, w−1f(x̄)〉 − 〈j, w−1〉f(1).

Remark that for f(x̄) = u ∈ X we have

〈j, w, u〉 = 〈j, w−1u〉 − 〈j, w−1〉 · 1

which equals 0 if w is not an initial segment of u.
For if it is, then xj is the first letter of w−1u if and only if xj is the first letter of w−1.
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The first letter of w−1 only disappears in w−1u if w−1 disappears entirely in w−1u, which happens
only if w is an initial segment of u.
Given j and f(x̄) we have

〈j, w, f(x̄)〉 = 〈j, w−1f(x̄)〉 − 〈j, w−1〉f(1)

= 〈j, w−1
∑
u∈X

auu〉 − 〈j, w−1〉f(1)

=
∑
u∈X

au〈j, w−1u〉 − 〈j, w−1〉f(1)

=
∑
u∈X

au
(
〈j, w−1u〉 − 〈j, w−1〉

)
=

∑
u∈X

au〈j, w, u〉

Obviously, 〈j, w, f(x̄)〉 is nonzero for only finitely many w ∈ X , for w has to be an initial segment of
all u ∈ X for which au 6= 0 in f(x̄) =

∑
auu.

Define
∂f(x̄)

∂xj
=
∑
w∈X

〈j, w, f(x̄)〉w.

This is a finite sum.
We check that it is a derivation:

∂f(x̄) + g(x̄)

∂xj
=

∑
w∈X

〈j, w, f(x̄) + g(x̄)〉w

=
∑
w∈X

〈j, w,
∑
u∈X

auu+
∑
u∈X

buu〉w

=
∑
w∈X

〈j, w,
∑
u∈X

(au + bu)u〉w

=
∑
w∈X

∑
u∈X

(au + bu)〈j, w, u〉w

=
∑
w∈X

∑
u∈X

au〈j, w, u〉w +
∑
u∈X

bu〈j, w, u〉w

=
∑
w∈X

〈j, w, f(x̄)〉w + 〈j, w, g(x̄)〉w

=
∑
w∈X

〈j, w, f(x̄)〉w +
∑
w∈X

〈j, w, g(x̄)〉w

=
∂f(x̄)

∂xj
+
∂g(x̄)

∂xj

and

∂λf(x̄)

∂xj
=

∑
w∈X

〈j, w, λf(x̄)〉w

=
∑
w∈X

λ〈j, w, f(x̄)〉w
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= λ
∑
w∈X

〈j, w, f(x̄)〉w

= λ
∂f(x̄)

∂xj

hence ∂
∂xj

is R-linear.

For the other property of derivations (see (1.2)), we first prove it for elements u, v ∈ X :

∂uv

∂xj
=

∑
w∈X

〈j, w, uv〉w

=
∑
w∈X

(
〈j, w−1uv〉 − 〈j, w−1〉

)
w

=
∑
w∈X

(
〈j, w−1uv〉 − 〈j, w−1u〉+ 〈j, w−1u〉 − 〈j, w−1〉

)
w

=
∑
w∈X

(
〈j, w−1u〉 − 〈j, w−1〉

)
w +

∑
w∈X

(
〈j, w−1uv〉 − 〈j, w−1u〉

)
w

=
∂u

∂xj
+
∑
t∈X

(
〈j, t−1v〉 − 〈j, t−1〉

)
ut

=
∂u

∂xj
+ u

∑
t∈X

(
〈j, t−1v〉 − 〈j, t−1〉

)
t

=
∂u

∂xj
+ u

∂v

∂xj

Now, let f(x̄) =
∑
auu and g(x̄) =

∑
bvv. Then since ∂

∂xj
is linear and we have the above, we get:

∂

∂xj
(f(x̄)g(x̄)) =

∂

∂xj

(∑
aubvuv

)
=
∑

aubv
∂

∂xj
(uv)

=
∑

aubv

(
∂

∂xj
(u)ε(v) + u

∂

∂xj
(v)

)
=
∑ ∂

∂xj
(auu)ε(bvv) +

∑
auu

∂

∂xj
(bvv)

=
∂

∂xj

(∑
auu
)
ε
(∑

bvv
)

+
∑

auu
∂

∂xj

(∑
bvv
)

=
∂

∂xj
(f(x̄))ε(g(x̄)) + f(x̄)

∂

∂xj
(g(x̄))

Indeed, ∂
∂xj

is a derivation. Now we show that ∂xk
∂xj

= δj,k:

∂xk
∂xj

=
∑
w∈X

〈j, w, f(x̄)〉w

∗
= 〈j, 1, xk〉+ 〈j, xk, xk〉xk
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= 〈j, xk〉 − 〈j, 1〉+ (〈j, 1〉 − 〈j, x−1
k 〉)xk

= δj,k − 0 + (0− 0)xk

= δj,k

Note that in (*) we have used that only 1 and xk are initial segments of xk.
We have ∂

∂xj
f(x̄) 6= 0 for only finitely many j. This is due to the fact that f(x̄) =

∑
u∈X auu, where

there at most finitely many au 6= 0 and where each u has only finitely many different xj’s (and x−1
j ’s).

If u does not contain an xj or an x−1
j we have ∂u

∂xj
= 0, by (1.5) and the fact that

∂x−1
k

∂xj
= −x−1

k

∂xk
∂xj

= 0

for j 6= k.
Hence the sum ∑

j∈I

∂f(x̄)

∂xj

is a finite sum. Since DerR(G) is a right R[G]-module, we find that

D0(f(x̄)) =
∑
j∈I

∂f(x̄)

∂xj
hj(x̄)

is a derivation for any given (hj(x̄))i∈I .
Note that D0(xk) =

∑
j∈I

∂xk
∂xj
hj(x) = hk(x) as required.

Suppose lastly that D is a derivation of R[X] for which we also have xj 7→ hj(x̄).

Consider the derivation D̂ = D − D0. This is a derivation for which xk 7→ 0 for each k and hence
x−1
k 7→ 0 as well. Hence we have

D̂(f(x̄)) = D̂

(∑
u∈X

auu

)
=

∑
u∈X

auD̂(u)

=
∑
u∈X

au · 0

= 0

Therefore, D = D0 and we have uniqueness.

Corollary 1.2.8. We can obtain f(x̄) from the information f(1) and ∂
∂xj
f(x̄), as in the following (fundamental)

formula

f(x̄) = f(1) +
∑
j∈I

∂f(x̄)

∂xj
(xj − 1).

Proof. The linear map D given by D(f(x̄)) = f(x̄)− f(1) is a derivation.

D(f(x̄)g(x̄)) = f(x̄)g(x̄)− f(1)g(1)
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= f(x̄)g(x̄) + f(x̄)g(1)− f(x̄)g(1)− f(1)g(1)

= (f(x̄)− f(1))g(1) + f(x̄)(g(x̄)− g(1))

= D(f(x̄))g(1) + f(x̄)D(g(x̄))

as required. As we have D(xj) = xj − 1 for every j ∈ I , we obtain by Theorem 1.2.7

f(x̄)− f(1) =
∑
j∈I

∂f(x̄)

∂xj
(xj − 1)

as required. 4

Example 1.2.9. Let f(x̄) = xpj for some p. By the fundamental formula we obtain

xpj = 1 +
∑
j∈I

∂xpj
∂xj

(xj − 1).

Since
∂xpj
∂xi

= 0 for all i 6= j, we have

xpj − 1 =
∂xpj
∂xj

(xj − 1).

Hence

∂xpj
∂xj

=
xpj − 1

xj − 1
=


1 + xj + . . .+ xp−1

j if p ≥ 1;

0 if p = 0;

−xpj − x
p+1
j − . . .− x−1

j if p ≤ −1.

We already know that given a homomorphism ϕ : Y → X where X and Y are free groups, that ϕ
induces a ring homomorphism between the free group rings R[Y ] and R[X] given by

ϕ

(∑
u∈Y

auu

)
=
∑
u∈Y

auϕ(u).

Theorem 1.2.10. For free groups X generated by (xi)i∈IX and Y generated by (yj)j∈IY and a homomorphism
ϕ : Y → X we have the chain rule of Fox calculus:

∂ϕ(f(ȳ))

∂xj
=
∑
k∈IY

ϕ

(
∂f(ȳ)

∂yk

)
∂ϕ(yk)

∂xj
.

Proof. We apply Corollary 1.2.8 to f(ȳ):

∂ϕ(f(ȳ))

∂xj
=

∂ϕ
(

(f(1) +
∑

k∈IY
∂f(ȳ)
∂yk

(yk − 1)
)

∂xj

=
∂ϕ(f(1))

∂xj
+
∂ϕ
(∑

k∈IY
∂f(ȳ)
∂yk

(yk − 1)
)

∂xj

=
∑
k∈IY

∂ϕ
((

∂f(ȳ)
∂yk

)
(yk − 1)

)
∂xj
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=
∑
k∈IY

∂ϕ
(
∂f(ȳ)
∂yk

)
ϕ(yk − 1)

∂xj

=
∑
k∈IY

∂ϕ
(
∂f(ȳ)
∂yk

)
(ϕ(yk)− 1)

∂xj

=
∑
k∈IY

∂ϕ
(
∂f(ȳ)
∂yk

)
∂xj

ε(ϕ(yk − 1)) +
∑
k∈IY

ϕ

(
∂f(ȳ)

∂yk

)
· ∂ϕ(yk)

∂xj

Since ϕ(yk) ∈ X we have ε(ϕ(yk)− 1) = ε(ϕ(yk))− ε(1) = 1− 1 = 0, hence the result.

1.2.3 Inverse Function Theorem for free groups

In this section, we repeat the proof of Birman in [2] of the Inverse Function Theorem for free groups.
Therefore, our answer to the Jacobian Conjecture in this context is affirmative.
The following definition and lemma are from elementary group theory (see [3]), we will use it in the
proof for the Inverse Function Theorem.

Definition 1.2.11. Let G be a group and R a ring. The augmentation ideal IG of G is the kernel of the
homomorphism ε : R[G]→ R. Note that IG is a free R-module with set of generators {g − e | e 6= g ∈ G}. If
H < G, then we write JH for the right ideal IH of R[G].

Lemma 1.2.12. Let G be a group and R a ring. Let H,K < G and g ∈ G. Then

i. g − e ∈ JH if and only if g ∈ H ;

ii. JH ⊂ JK iff H ⊂ K;

iii. JH = JK iff H = K.

Proof.

i. If g ∈ H , then clearly g − e ∈ JH . Conversely, since JH is generated by {h − e | e 6= h ∈ H}, if
g−e ∈ JH we can write g−e =

∑
nh(h−e) with the nh ∈ Z. Since h−e ∈ H , we find that indeed

g − e ∈ H, and hence g ∈ H.

ii. It is clear that if H ⊂ K, that JH ⊂ JK . Now suppose that JH ⊂ JK and let h ∈ H . Then by (i),
we have h− e ∈ JH , hence h− e ∈ JK . By (i) again, we have h ∈ K. Hence H ⊂ K.

iii. This follows immediately from (ii).

4

Theorem 1.2.13. (Inverse Function Theorem for Free Groups) Let {y1, . . . , yk} be a set of k ≤ n elements
of the free group on n generators Fn. We write Jkn for the k × n matrix

∂y1
∂x1

· · · ∂y1
∂xn...
...

∂yk
∂x1

· · · ∂yk
∂xn


with elements in Z[Fn].
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i. If k = n, then {y1, . . . , yn} is a generating set for Fn if and only if Jnn has a right inverse.

ii. If k < n and {y1, . . . , yk} extends to a generating set {y1, . . . , yn}, then Jkn has a right inverse.

Proof. i. (⇐): Suppose that B = (βij) is a right inverse of Jnn. Then by Corollary 1.1.26 we see that
it is also a left inverse of Jnn. Hence we have

n∑
s=1

βis

(
∂ys
∂xj

)
= δi,j for all i, j ∈ {1, . . . , n}.

If we multiply both sides by xj − 1 and then summing over j, we get

n∑
j=1

n∑
s=1

βis

(
∂ys
∂xj

)
(xj − 1) =

n∑
j=1

δi,j(xj − 1)

i.e.
n∑
s=1

βis

n∑
j=1

∂ys
∂xj

(xj − 1) = xi − 1.

By the fundamental formula of Fox calculus (Corollary 1.2.8) we have (setting f(x̄) = ys)

n∑
j=1

∂ys
∂xj

(xj − 1) = ys − 1 for all s = 1, . . . , n.

Hence
n∑
s=1

βis(ys − 1) = xi − 1 for all i = 1, . . . , n.

Now write 〈y1, . . . , yn〉 = H < Fn. Then IH is the two-sided ideal of Z[Fn] generated by y1 −
1, . . . , yn − 1.

We have shown that for each i = 1, . . . , n we have xi − 1 ∈ IH . Then by Lemma 1.2.12 we have
xi ∈ H . Hence H = Fn.

(⇒): Suppose that {y1, . . . , yn} is a generating set for Fn. Then we have xi = Xi(y1, . . . , yn) and
yi = Yi(x1, . . . , xn) (we can write xi as a word in the yj and each yi as a word in the xj).

Combining these, we find

Yi(X1(y1, . . . , yn), . . . , Xn(y1, . . . , yn)) = yi for all i = 1, . . . , n.

We then get

∂Yi(X1(y1, . . . , yn), . . . , Xn(y1, . . . , yn))

∂yj
=
∂yi
∂yj

for all i, j = 1, . . . , n.

Or, using the chain rule (Theorem 1.2.10) we get

n∑
s=1

(
∂Yi(x1, . . . , xn)

∂xs

)(
∂Xs(y1, . . . , yn)

∂yj

)
= δi,j for all i, j = 1, . . . , n,
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i.e.,
n∑
s=1

(
∂yi
∂xs

)(
∂xs
∂yj

)
= δi,j for all i, j = 1, . . . , n.

Hence Jnn =
(
∂yi
∂xj

)
i,j

has a right inverse, namely
(
∂xi
∂yj

)
i,j

.

ii. Suppose that {y1, . . . , yk} extends to a generating set {y1, . . . , yn}. Then Jkn is the k×n submatrix
of Jnn formed by taking the first k rows of Jnn.

A right inverse is then given by the n× k submatrix of J−1
nn formed by taking the first k columns

of J−1
nn .
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Chapter 2

Mathieu-Zhao spaces

In this section we will talk about the general notion of Mathieu-Zhao spaces that Zhao introduced
from the various conjectures regarding the Jacobian Conjecture.
As discussed in the introduction, we have various Conjectures which imply the Jacobian Conjecture.
Particular examples are

Conjecture. (Mathieu Conjecture) Let G be a compact connected real Lie group with Haar measure σ. Let
f be a complex valued G-finite function on G such that

∫
G
fmdσ = 0 for all m ≥ 1. Then for every G-finite

function g on G, also
∫
G
gfmdσ = 0 for all large m.

See [11] for discussion about the Mathieu Conjecture and the proof that it implies the Jacobian Con-
jecture.

Conjecture. (Vanishing Conjecture) If f ∈ k[X1, . . . , Xn] is homogeneous and such that ∆mfm = 0 for all
m ≥ 1, then for every g ∈ k[X1, . . . , Xn] we have ∆m(gfm) = 0 for all large m.

These conjectures imply the Jacobian Conjecture, and can be formulated in terms of MZ-spaces, we
will do so in Section 2.1 after we have defined MZ-spaces. In this text we do not discuss the above two
conjectures, but only note that just one special case of (MC) is proven by the theorem of Duistermaat
and Van der Kallen in [5], which we will discuss in Chapter 3. For more about these conjectures see
[7].

2.1 Definition and Examples

LetR be a commutative ring with identity (all rings will be as such from now on) andA an associative
unital R-algebra (all algebras in this chapter will be as such). Recall that a (left) ideal I of A is a
subalgebra of A such that for all a, b ∈ A we have

a ∈ I =⇒ ba ∈ I.

Hence in particular, if am ∈ I for all m ≥ 1, then bam ∈ I for all m ≥ 1.

For (left) Mathieu-Zhao spaces we relax this criterion to:
If am ∈M for all m ≥ 1, then bam ∈M for all m� 0.

That is, there exists some N > 0 (depending on b) such that bam ∈M for all m ≥ N.

Below, we define Mathieu-Zhao spaces a little more rigorous and give some examples.
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Definition 2.1.1. Let R be any commutative ring and A an associative (unital) R-algebra. For any subset M
of A we define the radical of M by

r(M) := {a ∈ A | ∀m� 0 : am ∈M}

with m� 0 meaning all m ≥ N for some N ≥ 1.

Remark. For an ideal I of R, this coincides with the usual definition of the radical of I , being:
√
I := {a ∈ R | ∃n : an ∈ I}.

It is well-known that the radical of an ideal is an ideal itself, and hence all an+i are elements of I for i ≥ 0.

Definition 2.1.2. Let R be any commutative ring and A an associative (unital) R-algebra. For any subset M
of A we define the (left) strong radical of M by

sr(M) := {a ∈ A | ∀b ∈ A ∀m� 0 : bam ∈M}.

Remark. Note that if a ∈ sr(M), then 1 · am ∈ M for all m � 0, hence a ∈ r(M). So we always have
sr(M) ⊂ r(M).

Definition 2.1.3. Let R be any commutative ring and A an associative (unital) R-algebra. We say that an
R-submodule M of A is a Mathieu-Zhao space of A if and only if sr(M) = r(M).

A little less is needed in practice. Define r′(M) = {a ∈ A | ∀m ≥ 1 : am ∈ M}. It is clear that
r′(M) ⊂ r(M). We now show that if r′(M) ⊂ sr(M), then r(M) = sr(M).

Proposition 2.1.4. If r′(M) ⊂ sr(M), then r(M) ⊂ sr(M) and M is an MZ-space.

Proof. Let a ∈ r(M) be arbitrary. Then there exists some N ≥ 1 such that am ∈ M for all m ≥ N. In
particular we find (aN)m ∈ M for all m ≥ 1. Let b ∈ A be arbitrary. Then since aN ∈ r′(M) we know
that aN ∈ sr(M). Hence for every 0 ≤ i ≤ N − 1 there exists some Ni such that (bai)(aN)m ∈M for all
m ≥ Ni. Write N ′ = maxiNi. It follows that baNm+i ∈ M for all m ≥ N ′ and all 0 ≤ i ≤ N − 1. Now
note that every n ≥ NN ′ can be written as Nm + i for some m ≥ N ′ and 0 ≤ i ≤ N − 1 by division
with remainder. Hence ban ∈M for all n ≥ NN ′, and a ∈ sr(M).

The above proposition shows that the introductory definition of Mathieu-Zhao spaces is correct. It is
immediate that ideals are Mathieu-Zhao spaces.

Example 2.1.5. Let R be a commutative ring and A an associative (unital) R-algebra. Let I be an ideal of A.
Then I is an MZ-space.

Proof. By Proposition 2.1.4, we only need to prove r′(I) ⊂ sr(I). Therefore, let a ∈ r′(I) be arbitrary,
that is, am ∈ I for all m ≥ 1, in particular a ∈ I. Since I is an ideal, we have for all c ∈ A that ca ∈ I.
In particular, for any b ∈ A and any n ≥ 0 we have bana ∈ I. Hence indeed, a ∈ sr(I). 4

The converse is not true:

Counterexample 2.1.6. The finite field F4 has only two (trivial) ideals, while it has much more Mathieu-Zhao
spaces, for example the set {0, x} is one. For a proof of this result, see Example 4.1.3.
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For non-commutative rings we have distinctions for left- and right- Mathieu-Zhao spaces and we
reserve the notion of Mathieu-Zhao space for the (two-sided) Mathieu-Zhao space for which a ∈
r(M) implies that bamc ∈ M for all b, c ∈ A and m � 0. We have stated above the definition of a
left- Mathieu-Zhao space and leave the definition for a right- Mathieu-Zhao space to the reader. For
commutative rings there is no such distinction necessary.
Now that we have defined MZ-spaces, we can write the Mathieu Conjecture in terms of MZ-spaces:

Conjecture. (Mathieu Conjecture) Let G be a compact connected real Lie group with Haar measure σ and
let A be the set of C-complex G-finite functions on G. Then{

f ∈ A |
∫
G

fdσ = 0

}
is an MZ-space of A.

This reformulation of the Mathieu Conjecture and further generalizations of the Vanishing Conjec-
ture made by Zhao, motivated Zhao to define and investigate what he called Mathieu subspaces. See
also [16]. Later Van den Essen renamed Mathieu subspaces to Mathieu-Zhao spaces, to honor him
for his founding of this field of study and his many great contributions to it.

2.1.1 Non-trivial Example

For the first (highly) non-trivial example we note that the following theorem is of high importance.

Theorem 2.1.7. (Zero-Traces Theorem) Let M be an n × n matrix with coefficients C. If Tr(Mm) = 0 for
all m ≥ 1, then M is nilpotent.

We have two different versions of this theorem, each with an interesting proof. Note that they are all
a little bit stronger than the above theorem, so either proof is a proof of the above, verbatim.

Theorem 2.1.8. Let M be an n× n matrix with coefficients in C. If there exists an N such that Tr(Mm) = 0
for all m ≥ N , then M is nilpotent.

Proof. (1. Generating series) It is well-known that Tr(Mm) = λm1 + . . . + λmn , where λ1, . . . , λn are
the eigenvalues of M . Suppose that M is not nilpotent, that is, there is some eigenvalue of M that
is nonzero. Choose any such eigenvalue λj0 . Define ` = #{i ∈ {1, . . . , n} | λi = λj0}. Order the
eigenvalues such that λj0 = λ1 and λ1 = . . . = λ`.

Define

W (z) =
∞∑
m=0

Tr(Mm)zm.

By our hypothesis W (z) is a polynomial and we find

W (z) =
∞∑
m=0

(λm1 + . . .+ λmn )zm

=
n∑
j=1

∞∑
m=0

(λjz)m
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=
n∑
j=1

1

1− λjz

Consider multiplyingW (z) by the other polynomial 1−λ1z. We find (1−λ1z)W (z) = `+
∑n

i=`+1
1−λ1z
1−λiz .

If we evaluate at z = 1
λ1

, we get 0 on the left-hand side, while the right-hand side equals ` > 0. This
is a contradiction. Hence there is no nonzero eigenvalue, hence M is nilpotent.

Theorem 2.1.9. Let M be an n× n matrix with complex coefficients. If Tr(Mk) = 0 for all 1 ≤ k ≤ n, then
M is nilpotent.

Proof. (2: Vandermonde-determinant) Suppose that M is not nilpotent, then M has some non-zero
eigenvalues λ1, . . . , λr. Suppose they are all distinct and have multiplicities ni. Then by a well-known
fact we have Tr(Mk) = n1λ

k
1 + . . .+ nrλ

k
r . Hence we have the following system of equations:
n1λ1 + . . . +nrλr = 0
n1λ

2
1 + . . . +nrλ

2
r = 0

...
...

...
n1λ

n
1 + . . . +nrλ

n
r = 0

which we can write as 
λ1 λ2 . . . λr
λ2

1 λ2
2 . . . λ2

r
...

... . . . ...
λn1 λn2 . . . λnr



n1

n2
...
nr

 =


0
0
...
0


By Vandermonde’s identity for determinants we find∣∣∣∣∣∣∣∣∣

λ1 λ2 . . . λr
λ2

1 λ2
2 . . . λ2

r
...

... . . . ...
λn1 λn2 . . . λnr

∣∣∣∣∣∣∣∣∣ = λ1λ2 · · ·λr

∣∣∣∣∣∣∣∣∣
1 1 . . . 1
λ1 λ2 . . . λr
...

... . . . ...
λn−1

1 λn−1
2 . . . λn−1

r

∣∣∣∣∣∣∣∣∣ 6= 0.

Therefore, the system as a unique solution in the ni. Hence ni = 0 for all i, a contradiction. Hence M
is indeed nilpotent.

We now consider the aforementioned non-trivial example of Mathieu-Zhao spaces.

Example 2.1.10. Let G be a finite group. Then the following subset of C[G] is a Mathieu-Zhao space:

{f ∈ C[G] | fe = 0}.

Proof. For f ∈ C[G] define λ(f) : C[G]→ C[G] as λ(f)(h) = fh. This a C-linear map:
Let h1, h2 ∈ C[G] and µ ∈ C be arbitrary. Then

λ(f)(h1 + h2) = f(h1 + h2) = fh1 + fh2 = λ(f)(h1) + λ(f)(h2)

and
λ(f)(µh) = f · µh (∗)

= µfh = µλ(f)(h)
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where we have used that C[G] is an C-module in (*).

Note further that dimC C[G] = #G = n <∞.
Since λ(f) is linear, we can compute the trace of this map. Note that Tr(λ(g)) = 0 when g 6= e :

Write G = {e, g2, . . . , gn} and suppose that g 6= e. Then

λ(g)ij =

{
1 if ggi = gj ;
0 otherwise

.

Since g 6= e we have ggi 6= gj when i = j. So λ(g)ii = 0 for all i, hence Tr(λ(g)) = 0.

Then Tr(λ(f)) = Tr(λ(
∑
fgg)) = Tr(

∑
fgλ(g)) =

∑
fg Tr(λ(g)) = n · fe.

Now if (fm)e = 0 for all m ≥ 1, then we have

Tr(λ(f)m) = Tr(λ(fm)) = n(fm)e = 0 for all m ≥ 1.

Then λ(f) satisfies the condition of the Zero-Traces Theorem (2.1.7), hence λ(f) is nilpotent.
Hence λ(f)n = 0 for some n ≥ 1 and hence λ(fn) = 0 for some n ≥ 1. So fn = 0. In particular, for all
h ∈ C[G] we have fnh = 0. Thus {f ∈ C[G] | fe = 0} is a Mathieu Zhao space. 4

The last lines of this proof can be generalized to the following important but easy result:

Lemma 2.1.11. LetR be a commutative ring with identity andA anR-algebra. LetM be anR-linear subspace
of A such that r(M) is contained in the set of nilpotent elements, then M is an MZ-space of A.

Proof. Let a ∈ r(M). Then there exists some N ∈ N such that aN = 0. Then bam = (bam−N)aN = 0 for
all m ≥ N. Hence a ∈ sr(M) and M is an MZ-space. 4

Corollary 2.1.12. Let R be a commutative ring with identity and A an A-algebra. Let M be an R-linear
subspace of A. Then

r(M) ⊂ n(R) ⇐⇒ r′(M) ⊂ n(R).

Proof. Since r′(M) ⊂ r(M), the implication =⇒ is clear. Conversely, let a ∈ r(M) be arbitrary. Then
there exists some N ≥ 1 such that ak ∈ M for all k ≥ N. Hence in particular (aN)i ∈ M for all i ≥ 1.
Therefore aN ∈ r′(M) ⊂ n(R), hence aN is nilpotent. But then a is nilpotent, as required. 4

Another highly non-trivial example is the one-dimensional theorem of Duistermaat and Van der
Kallen, see Theorem 3.2.4. We end this section with another non-trivial example due to Mitya Bo-
yarchenko, his proof can be found in [9].

Example 2.1.13. Let V be the set {
f ∈ C[X] |

∫ 1

0

f(x)dx = 0

}
.

Then V is an MZ-space of C[X].
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2.2 General Results

In this section we discuss results on MZ-spaces that we need for this thesis. Further reading can be
done in [4], [16].

Lemma 2.2.1. LetR be a commutative ring andA an associative (unital)R-algebra. LetM be a Mathieu-Zhao
space of A and e ∈M an idempotent. Then Ae ⊂M. In particular, if 1 ∈M , then M = A.

Proof. Since em = e for all m ≥ 1, we find that e ∈ r(M). Then for all b ∈ A we have bem ∈ M for all
m� 0, hence be ∈M for all b ∈ A and Ae ⊂M. 4

Proposition 2.2.2. Let R be a ring and A,B be R-algebras. Let f : A → B be a ring homomorphism. Let
M ⊂ A and N ⊂ B be arbitrary subsets. Then

(i) r(f−1(N)) = f−1(r(N));

(ii) f−1(sr(N)) ⊂ sr(f−1(N));

(iii) f(r(M)) ⊂ r(f(M));

If f is surjective, we have

(iv) f−1(sr(N)) = sr(f−1(N));

(v) f(sr(M)) ⊂ sr(f(M));

If M is additive and Ker(f) ⊂M , then (without f necessarily being surjective):

(vi) f−1(r(f(M))) ⊂ r(M);

(vii) f−1(sr(f(M))) ⊂ sr(M);

Now assume that f is surjective and M is an additive subset of A such that Ker(f) ⊂M :

(viii) f(r(M)) = r(f(M));

(ix) f(sr(M)) = sr(f(M)).

Proof. (i) Note that the following are equivalent for a ∈ A:

a ∈ r(f−1(N))

∀m� 0 am ∈ f−1(N)

∀m� 0 f(am) ∈ N
∀m� 0 f(a)m ∈ N

f(a) ∈ r(N)

a ∈ f−1(r(N))

Hence indeed, r(f−1(N)) = f−1(r(N)).
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(ii) Note that the following are all equivalent for a ∈ A:

a ∈ f−1(sr(N))

f(a) ∈ sr(N)

∀b ∈ B ∀m� 0 bf(a)m ∈ N
∀b ∈ B ∀m� 0 bf(am) ∈ N

This last expression trivially implies (but is not equivalent to) the first of the following equiva-
lent expressions for a ∈ A:

∀b ∈ f(A) ∀m� 0 bf(am) ∈ N
∀c ∈ A ∀m� 0 f(c)f(am) ∈ N
∀c ∈ A ∀m� 0 f(cam) ∈ N
∀c ∈ A ∀m� 0 cam ∈ f−1(N)

a ∈ sr(f−1(N))

(iii) Let b ∈ f(r(M)) be arbitrary. Then there exists some a ∈ r(M) with f(a) = b. Let N be such that
an ∈M for all n ≥ N. Since f(a) = b and f is a ring homomorphism, we have f(an) = f(a)n = bn

for all n ≥ N. Then for all n ≥ N we have bn = f(an) ∈ f(M), hence b ∈ r(f(M)).

(iv) Here the implication mentioned in (ii) is in fact an equivalence, since f(A) = B.

(v) Let b ∈ f(sr(M)) be arbitrary. That is, there exists some a ∈ sr(M) with f(a) = b. Furthermore
let b′ ∈ B be arbitrary. Since f is surjective, we know that there exists some c ∈ A with f(c) = b′.
Since a ∈ sr(M) we find that cam ∈M for all m� 0. Hence f(cam) ∈ f(M) for all m� 0. Note
that b′bm = f(c)f(a)m = f(cam) ∈ f(M) for all m� 0, hence b ∈ sr(f(M)) as required.

(vi) Let a ∈ f−1(r(f(M))) be arbitrary. Then f(a) ∈ r(f(M)). Hence f(a)m ∈ f(M) for all m � 0.
Since f(am) = f(a)m ∈ f(M) for all m � 0, there exists a µm ∈ M such that f(am) = f(µm) for
all m � 0. Hence for all m � 0 we have am − µm ∈ Ker f ⊂ M . Hence am ∈ M for all m � 0.
Therefore a ∈ r(M).

(vii) Let a ∈ f−1(sr(f(M))) and c ∈ A be arbitrary. Since a ∈ f−1(sr(f(M))) we have f(a) ∈
sr(f(M)). That is, bf(a)m ∈ f(M) for all b ∈ B and all m � 0. Hence in particular f(c)f(a)m ∈
f(M) for all m� 0. Then f(cam) ∈ f(M) for all m� 0. Therefore, for every m� 0 there exists
some µm ∈M such that f(cam) = f(µm), hence cam − µm ∈ Ker f ⊂M for all m� 0. Therefore
cam ∈M for all m� 0. Since c ∈ A was arbitrary, we find a ∈ sr(M).

(viii) Due to (iii) we only have to prove the converse inclusion. Note that by (vi) we already have
f−1(r(f(M))) ⊂ r(M). Hence we obtain f(f−1(r(f(M)))) ⊂ f(r(M)). Since f is surjective we
have f(f−1(N)) = N for every subset N of B, hence r(f(M)) ⊂ f(r(M)) as required.

(ix) Due to (v) we only have to prove the converse inclusion. For that, let b ∈ sr(f(M)) be arbitrary.
Since f is surjective, we may write b = f(a) for some a ∈ A. If we show that a ∈ sr(M), then
b = f(a) ∈ f(sr(M)), as required.

Therefore let c ∈ A be arbitrary. Since f(a) ∈ sr(f(M)) we know that b′f(a)m ∈ f(M) for all
m � 0 and all b′ ∈ B. Therefore, in particular it holds for b′ = f(c). Hence f(cam) ∈ f(M) for
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all m � 0. Therefore, for every m � 0 there exists some µm ∈ M such that f(cam) = f(µm). So
cam − µm ∈ Ker f ⊂ M for all m � 0. Thus cam ∈ M for all m � 0. Since c ∈ A was arbitrary,
we find a ∈ sr(M).

Corollary 2.2.3. Let R be a commutative ring and A,B be R-algebras. Let f : A → B be surjective and let
M be an additive subset of A such that Ker(f) ⊂ M. Then M is an MZ-space of A if and only if f(M) is an
MZ-space of B. In particular, isomorphisms preserve MZ-spaces.

Proof. If M is an MZ-space of A, then sr(M) = r(M). Hence f(sr(M)) = f(r(M)). By (viii) and
(ix) of Proposition 2.2.2 we find that sr(f(M)) = f(sr(M)) = f(r(M)) = r(f(M)) and f(M) is an
MZ-space of B.
Conversely, if f(M) is an MZ-space of B, we need to show that r(M) ⊂ sr(M). Therefore let
a ∈ r(M) be arbitrary. Then f(a) ∈ f(r(M)) = r(f(M)) ⊂ sr(f(M)) since f(M) is an MZ-space.
Then a ∈ f−1(sr(f(M))) ⊂ sr(M) by (vii) of Proposition 2.2.2. 4

Corollary 2.2.4. Let R be a commutative ring and A an associative (unital) R-algebra. Let M be an additive
subset of A and I ⊂ A an ideal of A such that I ⊂ M. Then M is an MZ-space of A if and only if M/I is an
MZ-space of A/I.

Proof. Apply Corollary 2.2.3 withB := A/I and f : A→ A/I the canonical map. Then Ker f = I ⊂M
and f is surjective by definition. 4

2.2.1 Zhao’s Theorem

One of the most important theorems regarding MZ-spaces is Zhao’s Theorem about idempotent
elements:

Theorem 2.2.5. (Zhao’s Theorem) Let k be a field and A an associative k-algebra. Let M be a k-linear
subspace of A such that all elements of r(M) are algebraic over k. Then M is an MZ-space of A if and only if
Ae ⊂M for all idempotents e which belong to M .

Proof. (⇒) : This is already proven earlier in Lemma 2.2.1.
(⇐) : Let a ∈ r(M) be arbitrary.

Claim: There exists e ∈M with e2 = e and n ≥ 1 such that am ∈M for all m ≥ n with ane = an:
Proof. Since a ∈ r(M) we find that for some N we have am ∈ M for all m ≥ N . Since a is
algebraic over k, there exists some 0 6= f(X) ∈ k[X] with f(a) = 0. Define g(X) = XNf(X) and
write g(X) = Xnh(X) with n ≥ N and h(0) 6= 0. Since k[X] is a Euclidean domain we can find
u(X), v(X) ∈ k[X] with

u(X)Xn + v(X)h(X) = 1. (2.1)

Set e = e(a) where e(X) = u(X)Xn. If we multiply (2.1) by Xn and subsitute a for X we get

u(a)a2n + v(a)h(a)an = an.

Since h(a)an = 0 we find e(a)an = u(a)a2n = an as required.
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If we multiply (2.1) by e(X) and substitute a for X we get

u(a)ane(a) + v(a)h(a)e(a) = e(a).

Since h(a)e(a) = h(a)u(a)an = 0 we get e(a)2 = e(a), hence e2 = e.
Lastly, since n ≥ N we find that e = u(a)an ∈M. 4

So we choose e and n accordingly. If b ∈ A and m ≥ n, then bam = bam−nan = bam−nane ∈ Ae ⊂ M
and M is an MZ-space of A.

We have two corollaries from this theorem that are worth mentioning explicitly.

Corollary 2.2.6. With notations as in Zhao’s Theorem, if every element of r(M) is algebraic over k, then M
is an MZ-space of A if and only if for every a ∈ r(M) there exists some n ≥ 1 such that Aan ∈M.

Proof. The implication⇐: is clear, while the implication⇒: follows as in the last line of the proof of
Zhao’s Theorem. 4

Corollary 2.2.7. Let A be commutative and suppose that all elements of r(M) are algebraic over k. Then M
is an MZ-space of A if and only if r(M) is an ideal of A.

Proof. ⇒:) Let a, b ∈ r(M). Then by Corollary 2.2.6 there exists n,m such thatAan ⊂M andAbm ⊂M.
Hence A(a+ b)n+m ⊂M. It is also clear that for every c ∈ A we have A(ca)n ⊂ Aan ⊂M. Hence r(M)
is an ideal.
⇐:) Let e ∈ M be an idempotent. By Zhao’s Theorem we need to show Ae ⊂ M. Write Me for the
set {a ∈ A | ae ∈ M}. Then we need to show that A = Me. We only need to show r(Me) = A by the
following claim.

Claim. Let M be an additive subset of A such that 1 ∈ M. If r(M) is additive, then r(M) ⊂ M. In
particular if r(M) = A, then M = A.

Proof. Suppose that there exists some a ∈ r(M) with a 6∈ M. Choose r ≥ 1 such that ar 6∈ M.
and ar+1, ar+2, . . . ∈ M. Then in particular ar ∈ r(M). Since 1 ∈ M, we find 1 ∈ r(M). Hence
1 + ar ∈ r(M). Hence there exists some N such that (1 + ar)N ∈ M and (1 + ar)N+1 ∈ M.
Therefore 1 +Nar ∈ M and 1 + (N + 1)ar ∈ M. Then ar ∈ M by substracting these elements, a
contradiction. Hence r(M) ⊂M. 4

Let b ∈ A be arbitrary, then since e ∈ r(M) and r(M) is an ideal, we find be ∈ r(M). Hence for all
large m we have bme = (be)m ∈M. But this means that b ∈ r(Me). Therefore A ⊂ r(Me). 4
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Chapter 3

Duistermaat and Van der Kallen’s Theorem

In this chapter we discuss the one-dimensional version of the theorem of Duistermaat and Van der
Kallen and prove a generalized version of this theorem. In this chapter rings are commutative and
have an identity.

3.1 Prerequisites from Commutative Algebra

The first two lemmas are for reference only, they are easy exercises for anyone learning basic algebra.

Lemma 3.1.1. The only idempotents in a local ring R are 0, 1.

Proof. Suppose that e 6= 0, 1 is another idempotent of A. Then e2 = e, hence e(1 − e) = 0. Since
e 6= 0, 1, we find that e, 1 − e are zero-divisors, hence not invertible. Then they are elements of the
same unique maximal ideal m of R, but then also 1 = (1 − e) + e is an element of m, a contradiction
to m being maximal. 4

Lemma 3.1.2. (Euclidean lemma) In a ring R, if p is a prime ideal and a, b are ideals in R, then if ab ⊂ p,
then a ⊂ p or b ⊂ p.

Proof. Suppose that ab ⊂ p and a 6⊂ p. Choose any a ∈ a such that a 6∈ p. Let b ∈ b be arbitrary. Then
ab ∈ ab ⊂ p. Since p is a prime ideal, we find that b ∈ p. Hence b ⊂ p. 4

The Euclidean lemma can be used as another way of defining prime ideals. Suppose that p is an ideal
such that if ab ⊂ p, then a ⊂ p or b ⊂ p. Then consider any a, b such that ab ∈ p. Then (a)(b) = (ab) ⊂ p,
hence (a) ⊂ p or (b) ⊂ p. Therefore a ∈ p or b ∈ p.

The following proposition uses the Euclidean lemma and is essential in Commutative Algebra, this
chapter ánd the following.

Proposition 3.1.3. Let R be a ring and m a maximal ideal of R. Then R/mk is a local ring for every k ≥ 1.

Proof. We know that ideals of R/mk are of the form a/mk with mk ⊂ a. If we want maximal ideals in
R/mk we need a maximal ideal a in R with mk ⊂ a. Since a must be a prime ideal, we find by the
Euclidean lemma that m ⊂ a must hold, hence by maximality of m we find m = a. Therefore, the only
maximal ideal of R/mk is m/mk and hence R/mk is a local ring.
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Definition. Let R be a ring and A an R-algebra. An element a ∈ A is called algebraic over R if there
exists a non-zero univariate polynomial f(X) ∈ R[X] such that f(a) = 0.

Lemma 3.1.4. Let V be a finite field-extension over k. Then every element a ∈ V is algebraic over k.

Proof. Write dimk V = n. Let a ∈ V be arbitrary. Then consider the set {ai}ni=0, which is a set of n+ 1
elements. Hence there exists some linear dependence:

c0 + c1a+ . . .+ cna
n = 0

where there exists at least one i ∈ {0, . . . , n} for which ci 6= 0. Then a is a root of the polynomial
f(X) =

∑n
i=0 ciX

i ∈ k[X] \ {0}. 4

Furthermore, we have the partial fractions decomposition of rational maps:

Theorem 3.1.5. (Partial Fractions Decomposition) Let k be a field, a1, . . . , an ∈ k disinct and α ∈ k∗.
Define U(X) = α(X − a1) · · · (X − an) and let V (X) ∈ k[X] with degX V (X) < n be arbitrary. Then

V (X)

U(X)
=

n∑
i=1

Ai
X − ai

with Ai = V (ai)
U ′(ai)

.

Proof. Note first that U ′(ai) 6= 0 for all i = 1, . . . , n. This is since all ai are distinct and we know that if
both U(ai) = 0 and U ′(ai) = 0, then ai is a double root of U . Since this is not the case, and we know
that U(ai) = 0, we must have U ′(ai) 6= 0 for all i = 1, . . . , n.

Then consider the set VU(X) :=
{
V (X)
U(X)

| deg V (X) < n
}

as a subset of k(X), the field of rational func-

tions. Since deg V (X) < n, we see that the set
{

1
U(X)

, X
U(X)

, . . . , X
n−1

U(X)

}
spans VU(X). It is clearly a

k-linear subspace of k(X). Indeed, the elements 1
U(X)

, X
U(X)

, . . . , X
n−1

U(X)
are k-linearly independent as

well. Hence dimk VU(X) = n.

Now consider the elements 1
X−a1 , . . . ,

1
X−an . One easily verifies that they belong to VU(X). We show

that they are linearly independent, and hence form a basis. Therefore, suppose that there exist
λ1, . . . , λn ∈ k such that

n∑
i=1

λi
X − ai

= 0.

Then also

λ1 +
n∑
i=2

λi(X − a1)

X − ai
= 0.

By substituting a1 forX , we find λ1 = 0. (Note that we nowhere divide by zero, as all ai were distinct.)
Then

∑n
i=2

λi
X−ai = 0 and we repeat this procedure. We find that indeed 1

X−a1 , . . . ,
1

X−an are linearly
independent.
Since now these elements constitute a basis for VU(X), given any V (X) with deg V (X) < n, we can
write

V (X)

U(X)
=

n∑
i=1

Ai
X − ai
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for some A1, . . . , An ∈ k. We now determine those Ai. By multiplying both sides with (X−aj) we get

V (X)

U(X)
· (X − aj) = Aj +

∑
i 6=j

Ai(X − aj)
X − ai

.

Note that the X − aj cancels with the X − aj that occurs in U(X). So we can substitute aj for X and
obtain

V (aj)

U ′(aj)
= Aj,

as required. Note that we used that U ′(aj) = α
∏

i 6=j(aj − ai).

3.2 The Theorem of Duistermaat and Van der Kallen

In this section we state the Theorem of Duistermaat and Van der Kallen in one dimension. We shall
prove a more general theorem later on, using a technique by Paul Monsky. Before we do that, we
need to discuss some theorems, all of which are self-contained and needed for our proof, at the end,
we shall state the Theorem of Duistermaat and Van der Kallen. The first necessary theorem is the
Newton-Puiseux Theorem, which is well-covered in the literature, (see: [13], [14], [15]) hence we
omit the proof.

Theorem 3.2.1. (Newton-Puiseux) Let k be an algebraically closed field of characteristic zero and f(X) =∑n
i=0 ai(t)X

i ∈ k((t))[X] with n := degX f(X) ≥ 1. Then there exists some p ≥ 1 such that f(X) splits
completely in linear factors over k((t1/p)).

Next, we need a special ring for our proof:

Theorem 3.2.2. Let k be a field and v a valuation on k such that k is complete with respect to v. Define
k[[X,X−1]] to be the set of formal series

∑∞
n=−∞ cnX

n such that lim|n|→∞ cn = 0. Then k[[X,X−1]] can be
made into a ring.

Proof. We define addition point-wise, that is
∞∑

n=−∞

anX
n +

∞∑
n=−∞

bnX
n =

∞∑
n=−∞

(an + bn)Xn.

For multiplication, we define it as we do for polynomials, i.e.,
∞∑

n=−∞

anX
n ·

∞∑
n=−∞

bnX
n =

∞∑
n=−∞

(
∞∑

m=−∞

ambn−m

)
Xn.

We show that this multiplication is well-defined, i.e., that the product of two elements of k[[X,X−1]] is
again an element of k[[X,X−1]]. That k[[X,X−1]] is then a ring with these operations, is then straight-
forward.
Let

∑∞
n=−∞ anX

n and
∑∞

n=−∞ bnX
n be elements of k[[X,X−1]]. We define

cn,N :=
N∑

m=−N

ambn−m

for all n ∈ Z and all N ≥ 1.
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Claim. The sequence cn,0, cn,1, cn,2, . . . is a Cauchy sequence in k for every n ∈ Z.

Proof. Since lim|n|→∞ an = 0 = lim|n|→∞ bn, there exists some C > 0 such that |an|, |bn| < C for
all n ∈ Z.

Let ε > 0 be arbitrary. Then there exists some M > 0 such that |am| ≤ C−1ε and |bm| ≤ C−1ε if
|m| ≥ 1

2
M. (*)

Furthermore, let p ≥ q ≥M. Then

cn,p − cn,q =

−(q+1)∑
m=−p

ambn−m +

p∑
m=q+1

ambn−m.

Since now |m| ≥ q ≥ M ≥ 1
2
M, we have |am| ≤ C−1ε. Hence |ambn−m| ≤ C−1ε · C = ε. Indeed,

|cn,p − cn,q| ≤ ε, hence (cn,j)
∞
j=0 is a Cauchy sequence. 4

Now, since k is complete, we find that (cn,j)
∞
j=0 converges. Write cn := limN→∞ cn,N . Notice that

cn =
∞∑

m=−∞

ambn−m.

All that we need now, is to show that lim|n|→∞ cn = 0.

Proof. With notations as above, let |n| ≥ M. Consider cn,N as above, with N ≥ 1. Since
n = m+ (n−m), we find that |m| ≥ 1

2
M or |n−m| ≥ 1

2
M. Hence

|ambn−m| ≤ C−1ε · C = ε.

Here we use (*). So |cn,N | ≤ ε for every N ≥ 1.

Then | limN↑∞ cn,N | ≤ ε, i.e., |cn| ≤ ε, as required. 4

Hence multiplication is well-defined and k[[X,X−1]] is indeed a ring.

Proposition 3.2.3. Let k = C((z1/p)) and v the valuation of k such that v(z1/p) = 1/p. Then C[X,X−1][[z]]
is a subring of k[[X,X−1]].

Proof. Note that C((z1/p)) is complete with respect to v, one could write z1/p = t, then k = C((t)) and
v(t) = 1. Hence k[[X,X−1]] is defined.
Let f(z) = a0(X) + a1(X)z + a2(X)z2 + . . . be an arbitrary element of C[X,X−1][[z]] and let ε > 0 be
arbitrary. Write this element f(z) as

∑∞
n=−∞ cnX

n.

We want to determine N such that |cn| = 2v(cn) < ε for all |n| ≥ N. This is equivalent to determining
N such that v(cn) > log2(ε).

Write N(ε) := dlog2(ε)e. Then determine N := max0≤i≤N(ε){deg ai(X), deg ai(X
−1)}. Then clearly, for

all cn with |n| ≥ N we have v(cn) > log2(ε). Hence |cn| < ε.

Hence indeed, f(z) ∈ k[[X,X−1]], as required.

For completeness, we also state the higher-dimension theorem of Duistermaat and Van der Kallen
here, a proof can be found in [5].
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Theorem. (Duistermaat-VanderKallen) Let X1, . . . , Xn be n commutative variables and let M be the sub-
space of the Laurent polynomial algebra C[X1, . . . , Xn, X

−1
1 , . . . , X−1

n ] consisting of those Laurent polynomi-
als with no constant term. Then M is an MZ-space of C[X1, . . . , Xn, X

−1
1 , . . . , X−1

n ].

We now state Duistermaat Van der Kallen in dimension one. Which is just taking n = 1 :

Theorem 3.2.4. (Duistermaat-VanderKallen) The set

{f ∈ C[X,X−1] | f0 = 0}

is an MZ-space of C[X,X−1].

We omit the proof, as we prove a more general theorem in the next section, see 3.3.2.

3.3 Kernels of linear maps: A generalisation of Duistermaat - Van
der Kallen in dimension one

In this section we will discuss a generalisation of Duistermaat-Van der Kallen. Note that

ϕ : C[X,X−1]→ C, f 7→ f0

is a linear map of C-vector spaces.
We now take an arbitrary C-linear map, L : C[X,X−1]→ C or L : C[X]→ C.

Remark. 1. If L is injective, i.e., KerL = 0, then KerL is an MZ-space.

2. If L = 0, i.e., the trivial linear map, then KerL = C[X,X−1] (or indeed KerL = C[X]), an MZ-space.

We may assume that linear maps we consider are no longer injective or trivial. So from now on,
when we write L is a linear map, we mean a non-trivial non-injective linear map. If we use linear
maps in a more general way, we will write: possibly trivial linear map, or possibly injective linear map.

Lemma 3.3.1. Let L : C[X] → C be a C-linear map for which there exists an N ≥ 1 such that L(Xn) = 0
for all n ∈ Z≥N . Then KerL is an MZ-space of C[X] if and only if L(1) 6= 0.

Proof. ⇒:) Suppose that L(1) = 0, then 1 ∈ KerL. Since KerL is an MZ-space of C[X], we find that
KerL = C[X], i.e., L = 0, a contradiction. So L(1) 6= 0.

⇐:) Note that L(XN) = 0. So for any f =
∑n

i=0 aiX
i we have

L(fXN) = L

(
n∑
i=0

aiX
i+N

)
=

n∑
i=0

aiL(X i+N) = 0,

hence (XN) ⊂ KerL. Then by Corollary 2.2.4 it suffices to show that KerL/(XN) is an MZ-space
of C[X]/(XN). We will also use Zhao’s Theorem. We therefore need to show that all elements in
r(KerL/(XN)) are algebraic over C and that C[X]/(XN)e ⊂ KerL/(XN) for all idempotents e in
KerL/(XN).
Note first that KerL/(XN) ⊂ C[X]/(XN), hence any idempotent of KerL/(XN) is an idempotent of
C[X]/(XN). We start by determining the idempotents of C[X]/(XN). Since (X) ⊂ C[X] is a maximal
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ideal, we find that C[X]/(XN) is a local ring, by Proposition 3.1.3. A local ring has only idempotents
0, 1 by Lemma 3.1.1. Since L(1) 6= 0, we see that 0 is the only idempotent in KerL/(XN), and we
trivially have 0 ⊂ KerL/(XN).

Hence it remains to show that every element in r(KerL/(XN)) is algebraic over C. Note that

r(KerL/(XN)) ⊂ C[X]/(XN),

and every element of C[X]/(XN) is algebraic over C due to its dimension being finite and Lemma
3.1.4.
Since we now satisfy the hypotheses of Zhao’s Theorem, we find that KerL/(XN) is an MZ-space of
C[X]/(XN) and hence KerL is an MZ-space of C[X]. 4

Note that the above lemma can be generalized to an arbitrary field k, with identical proof.

Theorem 3.3.2. Let L : C[X,X−1] → C be a C-linear map for which there exists an N ≥ 1 such that
L(Xn) = 0 for all n ∈ Z≥N and all n ∈ Z≤−N . Then KerL is an MZ-space of C[X,X−1] if and only if
L(1) 6= 0.

The proof of this theorem relies on the following lemmas.

Lemma 3.3.3. Let L : C[X,X−1]→ C be a C-linear map for which there exists anN ≥ 1 such that L(Xn) =
0 for all n ∈ Z≥N and all n ∈ Z≤−N . If L(1) 6= 0 and f ∈ r′(KerL), then f ∈ C[X] or f ∈ C[X−1].

Proof. Suppose f 6∈ C[X] and f 6∈ C[X−1], i.e. f = αX−s + . . .+ βXr with α, β 6= 0 and s, r ≥ 1. Then
consider the power series

W (z) =
∞∑
j=0

L(f j)zj.

We will show that W (z) 6= 1. That is, L(fm) 6= 0 for some m ≥ 1. This contradicts f ∈ r′(KerL).

Write U(X) = Xs(1 − zf(X)) ∈ C(z)[X] ⊂ C((z))[X] and n := r + s. Then by the Newton-Puiseux
Theorem (see Theorem 3.2.1) there exists some p ≥ 1 such that

U(X) = (−βz)(X − a1) · · · (X − an), with all ai ∈ C((z
1
p )).

Write k := C((z
1
p )). There we have the valuation ν defined by ν(z

1
p ) = 1

p
and k is complete with

respect to this valuation. Furthermore k[[X,X−1]] is a ring, by Theorem 3.2.2. Extend L to k[[X,X−1]]
as

L : k[[X,X−1]]→ k

by

L

(
∞∑

n=−∞

cnX
n

)
=

N−1∑
n=−(N−1)

cnL(Xn).

Since C[X,X−1][[z]] is a subring of k[[X,X−1]] (see Proposition 3.2.3), we have∑
m≥0

fmzm ∈ k[[X,X−1]].
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Then 1− zf is invertible in k[[X,X−1]] and so is U(X). Write

W (z) = L

(
1

1− zf

)
= L

(
Xs

U(X)

)
.

We will now use the partial fractions decomposition of Xs/U(X). Therefore, note that since we have
(−1)na1 · · · an = α/β, we find that ai 6= 0 for all i = 1, . . . , n. From U(ai) = 0 we find then that
f(ai) = 1/z for all i = 1, . . . , n.

So f ′(ai)a
′
i = −z−2. Also U ′(X) = sXs−1(1 − zf(X)) + xs(−z)f ′(X) and U ′(ai) = −zasif ′(ai) 6= 0.

Hence all ai are distinct. Then by Theorem 3.1.5 we get a partial fractions decomposition of the form

Xs

U(X)
=

n∑
i=1

Ai
X − ai

with Ai =
asi

U ′(ai)
= − 1

zf ′(ai)
. Therefore

1

1− zf(X)
=

Xs

U(X)
=

n∑
i=1

− 1

zf ′(ai)(X − ai)
. (3.1)

We now compute the inverse of each factor X − ai in k[[X,X−1]]. Observe that f(ai) = 1/z implies
that ν(ai) 6= 0. Then ν(ai) > 0 or ν(ai) < 0.
If ν(ai) > 0, then we have

(X − ai)−1 = X−1(1− aiX−1)−1 = X−1

∞∑
m=0

ami X
−m ∈ k[[X,X−1]]

while if ν(ai) < 0, then

(X − ai)−1 = −a−1
i (1− a−1

i X)−1 = −a−1
i

∞∑
m=0

(a−1
i X)m ∈ k[[X,X−1]].

So we find that

1

1− zf(X)
= −

(∑
i∈S+

1

zf ′(ai)(X − ai)
+
∑
i∈S−

1

zf ′(ai)(X − ai)

)

= −

(∑
i∈S+

(
1

zf ′(ai)

)( ∞∑
m=0

ami X
−m

)
X−1 −

∑
i∈S−

(
1

zf ′(ai)

)( ∞∑
m=0

(a−1
i X)m

)
a−1
i

)

where S+ = {i | v(ai) > 0} en S− = {i | v(ai) < 0}.
Then

W (z) = L

(
1

1− zf(X)

)
= L

(
−
∑
i∈S+

(
1

zf ′(ai)

)( ∞∑
m=0

ami X
−m

)
X−1

)
+ L

(∑
i∈S−

(
1

zf ′(ai)

)( ∞∑
m=0

(a−1
i X)m

)
a−1
i

)
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= −
∑
i∈S+

1

zf ′(ai)
L

(
X−1

∞∑
m=0

ami X
−m

)
+
∑
i∈S−

1

zf ′(ai)
L

(
a−1
i

∞∑
m=0

(a−1
i X)m

)

= −
∑
i∈S+

1

zf ′(ai)

N−1∑
m=0

ami L(X−(m+1)) +
∑
i∈S−

1

zf ′(ai)

N−1∑
m=0

a
−(m+1)
i L(Xm)

Since f ′(ai)a′i = −z−2 we have

W (z) =
∑
i∈S+

N−1∑
m=0

za′ia
m
i L(X−(m+1))−

∑
i∈S−

N−1∑
m=0

za′ia
−(m+1)
i L(Xm)

We want to show W (z) 6= 1, i.e. we need to show that

∑
i∈S+

N−1∑
m=0

a′ia
m
i L(X−(m+1))−

∑
i∈S−

N−1∑
m=0

a′ia
−(m+1)
i L(Xm) 6= 1

z
(3.2)

To prove this inequality, we study the ai at infinity, i.e. we set t = 1
z
. Now fix an i. Then f(ai) = t.

Since C(z) = C(t) we find that ai is algebraic over C(t) and hence also over C((t)). Then again by
the Newton-Puiseux theorem we can regard ai inside C((t

1
p )) for some p ≥ 1. Since ai 6= 0 we can

write ai =
∑∞

n=m cnt
n/p for some ci ∈ C with cm 6= 0. Write w for the valuation on C((t1/p)) defined

by w(t1/p) = 1/p. Then w(ai) = m/p.
Suppose that w(ai) > 0, then w(f(ai)) = w(αc−sm t−ms/p) = −ms/p = −sw(ai) < 0 since s ≥ 1. But
since f(ai) = t we also have w(f(ai)) = w(t) = 1, a contradiction.
Similarly, if w(ai) < 0, then w(f(ai)) = w(crmt

mr/p) = mr/p = w(ai)r < 0, a contradiction.
Hence w(ai) = 0 and ai =

∑∞
n=0 cnt

n/p with c0 ∈ C∗.

Note that t = 1
z
, and w(t) = 1. So if we show that w(a′ia

m
i ) > 1 for all m ∈ Z we have shown our

inequality 3.2, and hence that W (z) 6= 1. Note that since f(ai) = t we have ai 6∈ C. Hence there exists
some j > 0 with cj 6= 0. Choose such j minimal and write ai = c0 + cjt

j/p +R with w(R) > j/p. Then
w
(
dai
dt

)
= j

p
− 1.

Also a′i(z)

ai(z)
= −

dai
dt

ai
t2 and w(ai) = 0, therefore we have

w(a′ia
m
i ) = w(−dai

dt
t2ami ) =

j

p
− 1 + 2 > 1,

which concludes the proof. 4

Lemma 3.3.4. Let L : C[X,X−1]→ C be a C-linear map for which there exists anN ≥ 1 such that L(Xn) =
0 for all n ∈ Z≥N and all n ∈ Z≤−N . If L(1) 6= 0 and f ∈ C[X] ∩ r(KerL), then f ∈ XC[X].

Proof. Let f ∈ C[X] ∩ r(KerL), then f ∈ r(KerL|C[X]). By Corollary 2.2.7 and Lemma 3.3.1 we
know that r(KerL|C[X]) is an ideal of C[X]. Since L(1) 6= 0 we find that KerL|C[X] 6= C[X], and hence
r(KerL|C[X]) 6= C[X]. As r(KerL|C[X]) is a principal ideal (C[X] is Euclidean), it is generated by some
monic g ∈ C[X] \C. Since it is clear that X ∈ r(KerL|C[X]) we find (X) ⊂ r(KerL|C[X]). Hence X is a
multiple of this g. Hence g = X . So r(KerL|C[X]) = (X) and f ∈ (X) = XC[X]. 4

We will use the following definition(s):
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Definition 3.3.5. For f ∈ C[X,X−1] \ {0} we have the following quantities:

deg+ f = max{i : fi 6= 0}

and
deg− f = min{i : fi 6= 0}.

Examples 3.3.6. 1. If f = X−2 + 1 +X , then deg+ f = 1 and deg− f = −2.

2. If g = X , then deg+ g = 1 and deg− g = 1.

3. If h = 1 +X +X3, then deg+ h = 3 and deg− h = 0.

Remark that we have deg+(fg) = deg+ f + deg+ g and deg−(fg) = deg− f + deg− g. Also, note that if
deg− g ≥ 0, then g ∈ C[X] and if deg+ g ≤ 0, then g ∈ C[X−1]. We always have deg− g ≤ deg+ g.

Proof. (of Theorem 3.3.2) ⇒:) Suppose that L(1) = 0, then 1 ∈ KerL. Since KerL is an MZ-space of
C[X,X−1], we find that KerL = C[X,X−1], i.e., L = 0, a contradiction. So L(1) 6= 0.

⇐:) Suppose that L(1) 6= 0 and f ∈ r(KerL). We want to show that gfm ∈ KerL for all m � 0. If
f ∈ r(KerL), then by Lemma 3.3.3 we find that f ∈ C[X] or f ∈ C[X−1].

Assume that f ∈ C[X], the argument is similar when f ∈ C[X−1]. Then f ∈ C[X] ∩ r(KerL). By
Lemma 3.3.4 we then find f ∈ XC[X]. Hence L(fm) = 0 for all m ≥ N.

Then L(gfm) = 0 for all m ≥ N − deg− g.

Theorem 3.3.2 is false in characteristic p > 0 as we see in this counterexample taken from [17].

Counterexample 3.3.7. Let k = Fp be the base field of characteristic p > 0 and f = X−1 + Xp−1 ∈
Fp[X,X−1]. Define L : Fp[X,X−1] → Fp by L(f) = f0, being the constant coefficient of f . Then L(fm) = 0
for all m ≥ 1, while L(X−1fm) = (−1)m for all m of the form pn − 1 with n ≥ 1. In particular

{f ∈ Fp[X,X−1] | L(f) = 0} is not an MZ-space of Fp[X,X−1].

Proof. Let m ≥ 1. Then L(fm) is the sum of all
(
m
i

)
with 0 ≤ i ≤ m such that −(m− i) + i(p− 1) = 0.

Solving this equation for i (in terms of m, p) yields i = m/p when p divides m. So when p does not
divide m, we find that L(fm) = 0. If p does divide m, we find that L(fm) =

(
m
i

)
with i = m/p, hence

L(fm) =
(
ip
i

)
. We will show that

(
ip
i

)
= 0 for all i ≥ 1.

Claim. We have
(
ip
i

)
= 0 for all i ≥ 1 in Fp.

Proof. Write i = prn with r ≥ 0 such that pr+1 - i. Note that the coefficient of X i in (X + 1)ip in
Fp[X] equals

(
ip
i

)
. We also have

(X + 1)ip = (X + 1)p
r+1n = (Xpr+1

+ 1)n.

If
(
ip
i

)
6= 0, then X i appears in (X + 1)ip with a nonzero coefficient. Hence it also appears in

(Xpr+1
+ 1)n with a nonzero coefficient. But then i is of the form pr+1j for some 1 ≤ j ≤ n, a

contradiction to pr+1 - i. Hence
(
ip
i

)
= 0. 4

Hence L(fm) = 0 for all m ≥ 1.
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Now let n ≥ 1 and m = pn − 1. We are concerned with L(X−1fm), so interested in the coefficient of
X in fm. Note that this is again the sum of all

(
m
i

)
where 0 ≤ i ≤ m such that −(m− i) + i(p− 1) = 1.

Solving this for i in terms of m, p we get i = (1 + m)/p = pn−1. So the coefficient of X in fm is equal
to
(
m
i

)
with i = pn−1. We show that

(
m
i

)
= (−1)i for all 0 ≤ i ≤ m.

Claim. When m = pn − 1 for some n ≥ 1, we have
(
m
i

)
= (−1)i for all 0 ≤ i ≤ m in Fp.

Proof. If we use Newton’s binomial formula, we find that (1 −X)m =
∑m

i=0(−1)i
(
m
i

)
X i. How-

ever, since m = pn − 1, in Fp[X] we also have

(1−X)m = (1−X)p
n−1 =

(1−X)p
n

1−X
=

1−Xpn

1−X
=

pn−1∑
i=0

X i =
m∑
i=0

X i.

If we compare coefficients, we find that (−1)i
(
m
i

)
= 1 for all i = 0, . . . ,m, hence

(
m
i

)
= (−1)i for

all i = 0, . . . ,m. 4

Hence the coefficient of X in fm is equal to (−1)p
n−1 6= 0 and L(X−1fm) 6= 0 for all m ≥ 1 of the form

pn−1.
Combining these two results shows that indeed {f ∈ Fp[X,X−1] | L(f) = 0} is not an MZ-space of
Fp[X,X−1].

3.4 Encore : Generalizations

In this section we discuss generalizations of various theorems we have seen in this chapter. The first
is a generalization of Lemma 3.3.1.

Lemma 3.4.1. (Generalization of Lemma 3.3.1) Let L : C[X1, . . . , Xn] → C be a C-linear map for which
there exists an N ≥ 1 such that (X1, . . . , Xn)l ⊂ KerL for all l ≥ N . Then KerL is an MZ-space of
C[X1, . . . , Xn] if and only if L(1) 6= 0.

Proof. ⇒:) Suppose that L(1) = 0, then 1 ∈ KerL. Since KerL is an MZ-space of C[X], we find that
KerL = C[X], i.e., L = 0, a contradiction. So L(1) 6= 0.

⇐:) Suppose that L(1) 6= 0. Note that by hypothesis (X1, . . . , Xn)N ⊂ KerL. Then by Corollary 2.2.4
it suffices to show that KerL/(X1, . . . , Xn)N is an MZ-space of C[X1, . . . , Xn]/(X1, . . . , Xn)N .

Note that every element in r(KerL/(X1, . . . , Xn)N) is also an element of C[X1, . . . , Xn]/(X1, . . . , Xn)N ,
a finite-dimensional C-vector space, hence algebraic over C. (See Lemma 3.1.4.)
To apply Zhao’s Theorem we need to determine the idempotents in KerL/(X1, . . . , Xn)N . Note that
C[X1, . . . , Xn]/(X1, . . . , Xn)N is a local ring, as (X1, . . . , Xn) is a maximal ideal of C[X1, . . . , Xn].
Hence its only idempotents are 0, 1. (See Proposition 3.1.3 and Lemma 3.1.1.) Since L(1) 6= 0, we
find that 0 is the only idempotent of KerL/(X1, . . . , Xn)N .

Hence the requirements of Zhao’s Theorem are trivially satisfied.
Thus we find that KerL/(X1, . . . , Xn)N is an MZ-space of C[X1, . . . , Xn]. 4

What we can’t do is prove
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Let L : C[X1, . . . , Xn]→ C be a C-linear map for which there exists anN ≥ 1 such that L(Xm
i ) =

0 for all m ∈ Z≥N . Then KerL is an MZ-space of C[X1, . . . , Xn] if and only if L(1) 6= 0.

For this we have the following counterexample:

Counterexample 3.4.2. Take n = 2 andN = 2 in the following form. Let L : C[X1, X2]→ C be the C-linear
map given by

L(X i
1X

j
2) =

{
1 if i = 1 or i = j = 0

0 else

Then we have L(1) = 1, and L(Xm
i ) = 0 for all m ≥ 2. It is then clear that X2 ∈ r(KerL) by construction,

but X1X
m
2 6∈ KerL for all m ≥ 1. Therefore KerL is not an MZ-space.

While it is technically not a generalization, we also have the following lemma, which uses the same
method-of-proof:

Lemma 3.4.3. Let k be a field, A a finite-dimensional k-algebra and m a maximal ideal of A. Let L : A→ k
be a k-linear map for which there exists an N ≥ 1 such that ml ⊂ KerL for all l ≥ N. Then KerL is an
MZ-space of A if and only if L(1) 6= 0.

Proof. ⇒:) The proof of this is obvious.
⇐:) Again, we apply Zhao’s Theorem. Since A is finite-dimensional as a k-algebra, then so is A/ml.
Hence every element in r(KerL/ml) is algebraic by Lemma 3.1.4. Since A/ml is a local ring, we only
have idempotents 0, 1. So the hypotheses of Zhao are easily satisfied. 4

The crucial part here is that there are examples of k-algebras with maximal ideal m such that A/ml is
not finite-dimensional, and not every element of A/ml is algebraic:

Example 3.4.4. Let k = C and A = C(X). Then its only maximal ideal is m = (0), as it is a field. Then
A/ml = C(X) for all l ≥ 1, while X is clearly transcendental over C.

3.4.1 Generalized Zhao Theorem

In this section we discuss a generalization of Zhao’s Theorem (Theorem 2.2.5).

Definition 3.4.5. Let R be a commutative ring, S a multiplicatively closed subset of R and A an R-algebra.
An R-submodule M of A is called S-saturated if we have a ∈ M for all a ∈ A for which there exists some
s ∈ S such that sa ∈M, i.e.,

{a ∈ A | ∃s ∈ S[sa ∈M ]} ⊂M.

Example 3.4.6. Let A be a domain, d a natural number and S = A \ {0}. Let L : A[X]→ Ad be an A-linear
map. Then KerL is S-saturated.

Proof. Let s ∈ A \ {0} and a ∈ A[X] be arbitrary. We then have the following equivalent statements:

sa ∈ KerL
L(sa) = 0

sL(a) = 0
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L(a) = 0

a ∈ KerL

In particular we have sa ∈ KerL =⇒ a ∈ KerL. Hence KerL is S-saturated. 4

Proposition 3.4.7. Let R be a commutative ring, S a multiplicatively closed subset of R and A an R-algebra.
Let M be an S-saturated R-submodule of A. Then

(i) S−1r(M) = r(S−1M);

(ii) S−1sr(M) = sr(S−1M);

(iii) M is an MZ-space of A if and only if S−1M is an MZ-space of S−1A.

Proof. (i) Let x ∈ S−1r(M) be arbitrary. Then x is of the form µ
s

with s ∈ S and µ ∈ r(M). Therefore
µ is such that µm ∈ M for all m� 0. Choose N ≥ 0 such that µn ∈ M for all n ≥ N . Then since
xn = µn

sn
and sn ∈ S for all n ≥ 1 we find that xn ∈ S−1M for all n ≥ N , hence x ∈ r(S−1M).

Conversely, let b
s
∈ r(S−1M) be arbitrary. Then bm

sm
∈ S−1M for allm� 0. LetN ≥ 0 be such that

bn

sn
∈ S−1M for all n ≥ N. Then we have bn

sn
= µn

tn
with µn ∈M and tn ∈ S. Then for every n ≥ N

there exists un ∈ S such that un(tnb
n − snµn) = 0. Hence untnbn ∈ M. Since M is S-saturated, it

follows that bn ∈M for all n ≥ N. Hence b ∈ r(M) and b
s
∈ S−1r(M).

(ii) Let x ∈ S−1sr(M), then x = µ
s

for some µ ∈ sr(M) and some s ∈ S. We need to show that
x ∈ sr(S−1M), i.e., that axm ∈ S−1M for all a ∈ S−1A and all m� 0.

Therefore, let a ∈ S−1A be arbitrary. Then a = c
t

for some c ∈ A and t ∈ S. Let N ≥ 0 be such
that cµn ∈ M for all n ≥ N . (Since µ ∈ sr(M).) Then axn = c

t

(
µ
s

)n
= cµn

tsn
∈ S−1M for all n ≥ N

since tsn ∈ S. Hence, since a ∈ S−1A was arbitrary, we find that x ∈ sr(S−1M).

Conversely, let a
s
∈ sr(S−1M) be arbitrary. Let b ∈ A be arbitrary and N ≥ 0 such that b

1
an

sn
∈

S−1M for all n ≥ N. That means that for every n ≥ N there exist µn ∈ M and tn ∈ S such that
b
1
an

sn
= µn

tn
. Hence there exists some un ∈ S such that un(tnba

n − snµn) = 0. Hence untnban ∈ M.

Since M is S-saturated, we find ban ∈M for all n ≥ N. Hence a ∈ sr(M) and a
s
∈ S−1sr(M).

(iii) Let M be an MZ-space of A. That means that r(M) = sr(M). Hence r(S−1M) = S−1r(M) =
S−1sr(M) = sr(S−1M) by (i) and (ii) and S−1M is an MZ-space of S−1A.

Conversely, let S−1M be an MZ-space of S−1A. That is r(S−1M) = sr(S−1M). We need to prove
that r(M) ⊂ sr(M). Therefore, let a ∈ r(M) be arbitrary. Then am ∈M for all m� 0. Let N ≥ 1
be such that an ∈ M for all n ≥ N. Then since

(
a
s

)n
= an

sn
∈ S−1M for all n ≥ N , we find that

a
s
∈ sr(S−1M), since S−1M is an MZ-space of S−1A.

Hence y
(
a
s

)m ∈ S−1M for all y ∈ S−1A and all m� 0. Let b ∈ A be arbitrary. We need to show
that bam ∈ M for all m � 0. Consider for some t ∈ S the element y = b

t
. By the above, we find

that b
t

(
a
s

)m ∈ S−1M for all m � 0. Let N ′ ≥ 1 be such that b
t

(
a
s

)n ∈ S−1M for all n ≥ N ′. Then
ban

s′
∈ S−1M for all n ≥ N ′, with s′ = tsn ∈ S. Hence ban

s′
= µn

tn
for some µn ∈M and tn ∈ S. Then

there exists un ∈ S such that un(tnba
n − µns′) = 0. Hence untnban ∈ M. Since M is S-saturated,

we find that ban ∈M for all n ≥ N ′. Therefore we have a ∈ sr(M).

Thus M is an MZ-space of A.
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Definition 3.4.8. Let R be a commutative ring, S a multiplicatively closed subset of R and A an R-algebra.
Then e ∈ A is an S-idempotent if there exists some s ∈ S \ {0} such that e2 = se.

Theorem 3.4.9. (Generalized Zhao Theorem) Let R be a domain, S = R \ {0} and A an R-algebra. Let
M be an S-saturated R-submodule of A such that all elements of r(M) are algebraic over R. Then M is an
MZ-space of A if and only if for every S-idempotent e of A which belongs to M we have that for every a ∈ A
there exists an s ∈ S such that sae ∈M .

Proof. ⇒:) Let M be an MZ-space of A and e an S-idempotent of A that belongs to M. Write e2 = se
for some s ∈ S. Then em = sm−1e ∈ Re ⊂ M for all m ≥ 1. Hence e ∈ r(M). Since M is an MZ-space,
we find that e ∈ sr(M), i.e. for every a ∈ A there exists someN ∈ N such that aem ∈M for allm ≥ N.
In particular sN−1ae = asN−1e = aeN ∈M. Since S is multiplicatively closed, we have sN−1 ∈ S.
⇐:) Now assume that for every S-idempotent e of A which belongs to M we have the required
property. By (iii) of Proposition 3.4.7 it suffices to show that S−1M is an MZ-space of S−1A. By (i)
of Proposition 3.4.7, we have r(S−1M) = S−1r(M), hence all elements of r(S−1M) are algebraic over
the field K = S−1R.

Now let ẽ = e/t be an idempotent of S−1A with e ∈ M and t ∈ S. Then ẽ2 = (e/t)2 = e2/t2 = e/t = ẽ,
since ẽ is an idempotent. Then e2 = te and e is an S-idempotent. Then by hypothesis: for every a ∈ A
there exists an s ∈ S such that sae ∈ M. Hence S−1Aẽ ⊂ S−1M and by Zhao’s Theorem we find that
S−1M is an MZ-space of S−1A.

Using this Generalized Zhao Theorem, we can prove the following generalization of Lemma 3.3.1:

Lemma 3.4.10. Let R be a domain and L : R[Y ] → R be a linear map such that there exists an N ≥ 1 for
which L(Y n) = 0 for all n ≥ N . Then KerL is an MZ-space of R[Y ] if and only if L(1) 6= 0.

Proof. ⇐:) We have (Y N) ⊂ KerL. So it is again sufficient to show that KerL/(Y N) is an MZ-space
of R[Y ]/(Y N).

We now aim to use the Generalized Zhao Theorem. Let R be the domain and R[Y ]/(Y N) the R-
algebra.
Then KerL/(Y N) is an R \ {0}-saturated R-submodule of R[Y ]: Let b ∈ R[Y ]/(Y N) be arbitrary such
that sb ∈ KerL/(Y N) for some s ∈ R \ {0}. We have 0 = L(sb) = sL(b). Since s 6= 0, we find that
b ∈ KerL/(Y N) as required.
Furthermore all elements of r(KerL/(Y N)) are elements of R[Y ]/(Y N) which is a finitely generated
R-module of R[Y ]. Hence all of its elements are algebraic over R.
We now study S \ {0}-idempotents of KerL/(Y N). All c ∈ R \ {0} are R \ {0}-idempotents in
R[Y ]/(Y N), as we have c2 = c · c and c ∈ R \ {0}. Also 0 is clearly an R \ {0}-idempotent.
Conversely, each R \ {0}-idempotent e is of the form c + (Y N) with c ∈ R. Namely, let e2 = se for
some s ∈ R \ {0}. Write e = c0 + c1Y + . . .+ cN−1Y

N−1. If c0 = 0 it follows easily from e2 = se that all
ci = 0, hence e = 0.

Therefore assume that c0 6= 0. Then (e2)0 = (se)0 implies that c2
0 = sc0. Hence c0 = s (since c0 6= 0). If

e is not of the form c+ (Y N), then e = s+ crY
r + . . .+ cN−1Y

N−1 for some 1 ≤ r ≤ N − 1 and cr 6= 0.
Then (e2)r = (se)r implies 2scr = 0, hence cr = 0, a contradiction.
Since L(1) 6= 0 we find that L(c) = c · L(1) 6= 0 for all R− {0}-idempotents e that are nonzero. Hence
the condition as stated in the Generalized Zhao Theorem is satisfied and KerL/(Y N) is an MZ-space
of R[Y ]/(Y N). 4
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Chapter 4

Mathieu-Zhao spaces of finite rings

If we consider MZ-spaces of (finite) rings, we regard the ring as a Z-algebra. In particular, an MZ-
space M of a ring R is additive, closed under scalar multiplication by integers (we call this Z-linear)
and for all a ∈ R, if am ∈M for all m ≥ 1, then for every b ∈ R there exists some N ∈ N such that for
all n ≥ N we have ban ∈M .
Note that for a Z-linear subset it is sufficient that for every element a ∈ R we have −a ∈ R, for
scalar multiplication by integers is defined as repeated addition (of course addition still needs to be
checked on itself).
The main results of this chapter are Theorem 4.3.13 and Proposition 4.3.3 which give a reduction to
finite local rings for classifying MZ-spaces of finite rings. We start with some examples and some
discussion.

4.1 Some special cases

The first example is the one that got me thinking about classifying MZ-spaces of finite rings.

Example 4.1.1. (The rings Z/nZ) Let n be a positive integer and let R be the ring Z/nZ. Then all Z-linear
subspaces of Z/nZ are actually ideals. Since ideals are MZ-spaces (see Example 2.1.5), we have now classified
all the MZ-spaces of Z/nZ.

Proof. LetM be a Z-linear subspace of Z/nZ. Let b ∈ Z/nZ and a ∈M be arbitrary. Then ba = ba ∈M
as M is Z-linear. Hence M is an ideal. 4

A next class of examples are the finite fields. A bit more involved, but a nice proof on itself:

Lemma 4.1.2. Let p be a prime, n ≥ 1 an integer and q = pn. Then all Z-linear subspaces of Fq that do not
contain 1 are MZ-spaces of Fq.

Proof. Let M be a Z-linear subspace of Fq that does not contain 1. Then r′(M) = {m ∈ M | ∀n ≥ 1 :
mn ∈M} = {0}, as since the multiplicative group of Fq is cyclic, there exists some Nm ∈ N such that
mNm = 1 for all m 6= 0, while 1 6∈ M . Hence each such Z-linear subspace of Fq is an MZ-space, by
Lemma 2.1.11.

As we have seen in Counterexample 2.1.6, there exist subspaces of this form. Altogether, noting
Lemma 2.2.1, we have
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Example 4.1.3. (Finite Fields) Let p be a prime, n ≥ 1 an integer and q = pn. Then the MZ-spaces of Fq are
precisely Fq itself and all Z-linear subspaces that do not contain 1.

Next, we give a way of easier detection of MZ-spaces.

Definition 4.1.4. Let R be a ring. We define an orthogonal basis of idempotents E in R as follows:

- Each element e ∈ E is an idempotent.

- If e, f ∈ E are distinct elements, then ef = 0.

- Each (non-zero) idempotent e ∈ R can be written as a sum of elements from E.

We will later see that for finite rings such an orthogonal basis of idempotents always exists. For
infinite rings there are at least some examples known.

Lemma 4.1.5. LetR be a ring with orthogonal basis of idempotentsE andM an MZ-space ofR. Then for each
idempotent e ∈ M , when written as a sum of idempotents from E, each of the summands of e is an element of
M . In particular, if M ∩ E = ∅, then 0 is the only idempotent in M .

Proof. Let e be an idempotent in M . Then by Lemma 2.2.1 we have Re ⊂M . Now let e′ be any of the
summands of e. We have e′e = (e′)2 = e′, hence e′ ∈ Re ⊂M . 4

Lemma 4.1.6. Let A be an associative k-algebra with orthogonal basis of idempotents E. Let M be a k-linear
subspace such that all elements of r(M) are algebraic over k. Then M is an MZ-space if and only if Ae ⊂ M
for every e ∈M ∩ E.

Proof. We only need to prove: if Ae ⊂ M for every e ∈ M ∩ E, then Af ⊂ M for all idempotents
f ∈M . The result then follows from Zhao’s Theorem.
So suppose thatAe ⊂M for every e ∈M∩E and let f ∈M be an idempotent. Write f =

∑
e∈E′ ewith

E ′ ⊂ E. Then sinceAe ⊂M andM is additive, hence
∑

e∈E′ Ae ⊂M . Then, sinceAf = A(
∑

e∈E′ e) ⊂∑
e∈E′ Ae, we find Af ⊂M . 4

We now consider rings of the form (Fp)r. We are interested in idempotents of (Fp)r with r ≥ 1 and
p a prime. Since Fp is a field, the only idempotents of (Fp)r are elements in {0, 1}r. If we define
ei := (0, . . . , 0, 1, 0, . . . , 0) where the 1 is in the ith place, then the set E := {e1, . . . , er} is an orthogonal
basis of idempotents of (Fp)r.

Corollary 4.1.7. Let p be a prime number and let r ≥ 1. Let M ⊂ (Fp)r be a Z-linear subspace of (Fp)r. Then
M is an MZ-space if and only if for each idempotent e in M , when written as a sum of idempotents from E ,
each of the summands of e is an element of M .

Proof. ⇒:) This follows directly from Lemma 4.1.5.
⇐:) Since (Fp)r is finite, it is a finite-dimensional Fp-algebra. Therefore, by Lemma 3.1.4, every ele-
ment of (Fp)r is algebraic over Fp and so is every element of r(M).
Now let e ∈ E ∩ M be arbitrary. Since M is Z-linear, we find that me ∈ M for all m ∈ Z. Note
that since e is of the form ei, we find that this implies 0 × . . . × 0 × Fp × 0 × . . . × 0 ⊂ M . Since
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(Fp)rei = 0× . . .× 0× Fp × 0× . . .× 0 we are done by the previous lemma. 4

The above Corollary holds more generally for finite fields Fq, where the proof carries over verbatim.
Note that we use here that we consider them as Fp-algebras, so we may also consider the following,
for which the proof also carries over verbatim.

Corollary 4.1.8. Let p be a prime number and n ≥ 1. Write q1 = pe1 , q2 = pe2 , . . . , qn = pen where each
ei ≥ 1. Then with R = Fq1 × Fq2 × . . . × Fqn we have that a Z-linear subspace of R is an MZ-space if and
only if for each idempotent e in M , when written as a sum of idempotents from E , each of the summands is an
element of M.

When the finite fields are not all of the same characteristic, e.g. F2 × F3, we cannot apply Zhao’s
Theorem and hence we need more.

4.2 Necessary Commutative Algebra

In this section we discuss results from Commutative Algebra, which are well-known. In some form
they can be retrieved from [1], although some of the proofs may be different.

Proposition 4.2.1. Let A be a commutative ring and N its nilradical. Then the following are equivalent:

(i) A has exactly one prime ideal;

(ii) Every element of A is either a unit or nilpotent;

(iii) A/N is a field.

Proof. i → ii : Write p for the prime ideal in A. Then N = p and A is a local ring. Then A \N = A∗

and by definition N is the set of all nilpotent elements.

ii → iii : Consider the quotient map A → A/N. This is surjective. Any x ∈ A that is nilpotent is
mapped to 0, while any x ∈ A∗ is mapped to a unit. Therefore A/N is a field.

iii→ i : For all prime ideals p of A we have N ⊂ p. Since A/N is a field, we find that N is maximal.
Hence p = N and there is only one prime ideal.

Corollary 4.2.2. Let A be a commutative ring with exactly one prime ideal. Then A has no non-trivial
idempotent elements.

Proof. By Proposition 4.2.1, we find that every element of A is either nilpotent or invertible. Suppose
that e2 = e and e 6= 0, 1. Then e(e− 1) = 0, hence e is a zero-divisor. Then e is not invertible and must
be nilpotent. But en = e for all n ≥ 1, a contradiction. So A has no non-trivial idempotents. 4

Corollary 4.2.3. Let A be a commutative ring and m a maximal ideal of A. Then for every k ≥ 1 each element
in A/mk is either a unit or nilpotent.
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Proof. In the proof of Proposition 3.1.3 we actually show that A/mk has a unique prime ideal. Hence
condition (i) of Proposition 4.2.1 is satisfied. 4

Definition 4.2.4. Let A be a ring that satisfies the descending chain condition on ideals, i.e., if a1 ⊃ a2 ⊃
a3 ⊃ . . . is a chain of ideals, then there exists some n ∈ N such that an = am for all m ≥ n. Such a ring is
called an Artin ring.

Since in a finite ring there are only finitely many ideals, every finite ring satisfies the descending
chain condition, hence is an Artin ring. We now start working on properties of Artin rings, until we
arrive at the structure theorem for Artin rings. This structure theorem is essential in classifying the
MZ-spaces of finite rings. For most of the properties, we shall explain why it also holds for finite
rings.

Corollary 4.2.5. Let A be an Artin ring and a be an ideal in A. Then A/a is an Artin ring.

Proof. Let a1 ⊃ a2 ⊃ a3 ⊃ . . . be a descending chain of ideals in A/a. Then q−1(a1) ⊃ q−1(a2) ⊃
q−1(a3) ⊃ . . . is a descending chain of ideals in A, where q is the quotient-map. Hence this becomes
stationary as A is an Artin ring. Say q−1(an) = q−1(am) for all m ≥ n. Since q is surjective, this implies

an = qq−1(an) = qq−1(am) = am.

Hence A/a is an Artin ring. 4

Obviously, if A is a finite ring and a is an ideal in A, then A/a is also finite. A finite ring A has only
finitely many ideals, hence only finitely many may be prime (or maximal). This holds more generally
for Artin rings, see Proposition 4.2.10. If a happens to be a prime ideal, then A/a is a finite domain,
and hence a field. Therefore a is a maximal ideal. This also holds more generally for Artin rings:

Lemma 4.2.6. Let A be an Artin ring. Any prime ideal in A is maximal.

Proof. Let p be a prime ideal of A. Then B := A/p is an Artin domain by Corollary 4.2.5. Let x ∈ B
be nonzero. Then when considering the sequence

(x) ⊃ (x2) ⊃ (x3) ⊃ . . .

we find that (xn) = (xn+1) for some n ∈ N, since B is an Artin ring. Hence xn = xn+1y for some
y ∈ B. Then xy = 1 by the cancellation law in a domain. Since x was arbitrary nonzero, we find that
B is a field and hence p is maximal. 4

This lemma has two nice corollaries:

Corollary 4.2.7. Let A be an Artin ring. Then N = R, i.e., the nilradical of A equals the Jacobson radical of
A.

Proof. Since N is the intersection of all prime ideals and R is the intersection of all maximal ideals,
this follows directly from Lemma 4.2.6. 4

Corollary 4.2.8. In a local Artin ring every element is either a unit or nilpotent.
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Proof. Since a local Artin ring has only one maximal ideal m, this is also the only prime ideal, by
Lemma 4.2.6. Hence by Proposition 4.2.1 we find that every element is either a unit or nilpotent. 4

Proposition 4.2.9. The nilradical in an Artin ring is nilpotent.

Proof. LetA be an Artin ring and N its nilradical. Consider the descending chain N ⊃ N2 ⊃ N3 ⊃ . . . .
Since A is an Artin ring, there exists some n ∈ N such that Nn = Nm for all m ≥ n.

Suppose that Nn 6= 0. Let Γ denote the set of ideals a such that Nna 6= 0. Then Γ is non-empty, since
Nn+1 6= 0. Then Γ has a minimal element. Write b for such a minimal element.
Then there exists some x ∈ b for which xNn 6= 0. Since (x) ⊂ b, we have (x) = b by minimality of b.
Then (xN)Nn = xNn+1 = xNn 6= 0 and xN ⊂ (x). Hence xN = (x). Therefore xy = x for some y ∈ N.
Hence we find

x = xy = xy2 = xy3 = . . .

Since y is nilpotent, we find that there exists some k ∈ N such that xyk = 0. But then x = 0, a
contradiction to the choice of x. Hence Nn = 0 and N is nilpotent.

Proposition 4.2.10. Let A be an Artin ring, then A has only finitely many maximal ideals.

Proof. Consider the set of all finite intersections m1 ∩ . . . ∩ mn of maximal ideals. Then this set has
a minimal element, for every decreasing sequence of ideals becomes stationary, and all elements in
this set are ideals.
Write m1 ∩ . . . ∩ mn for the minimal element of this set. Then for any maximal ideal m of A we have
m∩m1∩ . . .∩mn ⊃ m1∩ . . .∩mn since m1∩ . . .∩mn is minimal. Hence m ⊃ m1∩ . . .∩mn ⊃ m1m2 · · ·mn.
Therefore by the Euclidean Lemma (3.1.2), we have m ⊃ mi for some i = 1, . . . , n.Hence m = mi since
mi is maximal.

Artin rings, and hence finite rings, have a particularly nice structure, as seen in the following theo-
rem. In its formulation, we use Proposition 4.2.10.

Theorem 4.2.11. (Structure theorem for Artin rings) LetA be an Artin ring, with maximal ideals m1, . . .mn.
Then for some k ∈ N we have A ∼=

∏n
i=1A/m

k
i .

Proof. Note that
∏n

i=1 m
k
i = (

∏n
i=1 mi)

k ⊂ (
⋂n
i=1 mi)

k
= Nk = 0 for some k ∈ N by Proposition 4.2.9.

Since the mi are pairwise coprime, we find that the mk
i are also pairwise coprime.

Claim. If ideals I, J in a ring R are coprime, then In + Jm = R for any n,m ∈ N.

Proof. Since I, J are coprime, we can find x ∈ I , y ∈ J such that x+ y = 1. Then consider

(x+ y)2N = 12N = 1,

where N := max{n,m}.
By expanding, we find

1 =
2N∑
i=0

(
2N

i

)
xiy2N−i =

N−1∑
i=0

(
2N

i

)
xiy2N−i +

2N∑
i=N

(
2N

i

)
xiy2N−i.
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Note that xi ∈ In if i ≥ N and y2N−i ∈ Jm if i < N. Hence indeed In + Jm = R. 4

Hence
∏

mk
i =

⋂
mk
i = 0. Therefore,

A→
∏

(A/mk
i )

is an isomorphism by the Chinese Remainder Theorem.

Remark. Note that this description is the unique way (up to isomorphism) to express an Artin ring as a
product of local Artin rings. For a proof, see Thm 8.7 in [1].

Note that R/mk
i is a local ring, and that every element in R/mk

i is either a unit or nilpotent (see
Corollary 4.2.3). If R is finite, then R/mk

i certainly is finite.

4.3 Classifying Mathieu-Zhao spaces of finite rings

By the Structure Theorem for Artin rings, we are interested in rings of the form R/mk and products
of such rings. Hence the following lemma is useful:

Lemma 4.3.1. Let R be a commutative ring with identity and let A,B be R-algebras. If M ⊂ A and N ⊂ B
are MZ-spaces ofA,B respectively, thenM×N is an MZ-space ofA×B. In particularM×{0} and {0}×N
are MZ-spaces of A×B.

Proof. Suppose that (a, b)m ∈ M × N for all m ≥ 1. Then (am, bm) ∈ M × N for all m ≥ 1 and hence
am ∈M, bm ∈ N for all m ≥ 1.

Let x = (x′, x′′) ∈ A×B be arbitrary. Since M,N are MZ-spaces of of A,B respectively, there exist Nx′

and Nx′′ such that x′an ∈ M for all n ≥ Nx′ and x′′bn ∈ N for all n ≥ Nx′′ . Write Nx = max{Nx′ , Nx′′}.
It follows that (x′an, x′′bn) ∈M×N for all n ≥ Nx. Since xwas arbitrary, we find thatM×N is indeed
an MZ-space of A×B. 4

The converse of this lemma is false as we see in the following counterexample.

Counterexample 4.3.2. Consider the ring R := Z/2Z× Z/4Z and M := {(0, 0), (1, 2)}. Clearly, M is not
of the form M1 ×M2, but it is an MZ-space of R.

Proof. Since (1, 2)+(1, 2) = (0, 0) we find that M is Z-linear. Furthermore, (1, 2)2 = (1, 0) 6∈M. Hence
r′(M) = {(0, 0)} and by Proposition 2.1.4, Lemma 2.1.11 and Corollary 2.1.12 we are done. 4

Now we study rings of the form R/mk, where R is finite. Note that for every a ∈ R/mk the set
{am | m ≥ 0} contains 0 or 1, but not both. For if it contains 0, then a is nilpotent, hence a zero-
divisor, while if it contains 1, then a is a unit.
Conversely, if a ∈ R/mk is nilpotent, then 0 ∈ {am | m ≥ 0}, while if a ∈ R/mk is a unit, then there
exists some m ∈ N with am = 1, since (R/mk)∗ is finite.
The following proposition is the first step in characterizing MZ-spaces of finite rings. We introduce
the notations E(R) for the set of idempotent elements of R and n(R) for the set of nilpotent elements
of R. Then we have:
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Proposition 4.3.3. (Classification Theorem) Let R be a finite ring. Let M be a Z-linear subspace of R. If
M ∩ E(R) = 0, then r(M) = n(R) and M is an MZ-space.

Proof. Suppose that r(M) 6= n(R). Then there exists some a ∈ r(M) \ n(R). Write R = R/mk
1 ×

. . . × R/mk
n using the Structure Theorem for Artin Rings (see Theorem 4.2.11). We can now write

a = (a1, . . . , an). Since by Corollary 4.2.3 all elements of R/mk
i are either a unit or nilpotent, and since

a 6∈ n(R), we find that there must exist some ai that is a unit by the following lemma (see Lemma
4.3.4). Then since R/mk

i is finite, we find that there exists some mi ∈ N such that ami
i = 1. Consider

all ai in (a1, . . . , an) that are units and determine the corresponding mi ∈ N. Define m :=
∏
mi. Then

we have ami = 1 for all i ∈ {1, . . . , n} such that ai is a unit.
For all nilpotent elements ai we determine Ni ∈ N such that aNi

i = 0. Write N = max{Ni}. Then
aNi = 0 for all nilpotent ai. Then

(a1, . . . , an)mN ∈ {0, 1}n.

The 1’s occur on the places where we had a unit, and the 0’s where we found a nilpotent element.
But this element is a non-zero idempotent contained in M, a contradiction. Therefore r(M) = n(R)
and by Lemma 2.1.11 M is an MZ-space.

Lemma 4.3.4. Let R1 × . . .× Rn be a commutative ring with identity. Then (r1, . . . , rn) is nilpotent iff ri is
nilpotent in Ri for all i ∈ {1, . . . , n}.

Proof. ⇒:) Suppose that (r1, . . . , rn)N = 0 for some N ∈ N. Then (rN1 , . . . , r
N
n ) = 0, hence rN1 =

0, . . . , rNn = 0. Hence all ri are nilpotent.
⇐:) Suppose that all ri are nilpotent, that is, there exist Ni such that rNi

i = 0. Write N = max{Ni}.
Then of course rNi = 0 for all i ∈ {1, . . . , n}. Hence (r1, . . . , rn)N = (rN1 , . . . , r

N
n ) = 0 and (r1, . . . , rn) is

nilpotent. 4

Note that Counterexample 4.3.2 provides an example of an MZ-space that satisfies the conditions of
the previous proposition.
The following theorem is the closest converse to Lemma 4.3.1 that we have for finite rings.

Theorem 4.3.5. Let R be a finite ring of the form

R ∼= R1/m
k1
1 ×R2/m

k2
2 ,

where the mi are maximal in Ri. If M is an MZ-space of R, then r(M) = n(R) or M is of the form M1 ×M2

where each Mi is an MZ-space of Ri/m
ki
i .

Proof. Write S1 := R1/m
k1
1 and S2 := R2/m

k2
2 . Let M be an MZ-space of R and suppose that there

exists some (r, s) ∈ r(M) \ n(R). Then we distinguish three cases:

1. r ∈ S∗1 and s ∈ S∗2 ;

2. r ∈ S∗1 and s 6∈ S∗2 ;

3. r 6∈ S∗1 and s ∈ S∗2 .
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Observe that since (r, s) 6∈ n(R), the case r 6∈ S∗1 and s 6∈ S∗2 cannot occur (see Corollary 4.2.3).
In the first case, by considering mr,ms ∈ N such that rmr = 1 = sms , we find that (r, s)msmr = (1, 1) ∈
M. Hence by Lemma 2.2.1 M = S1 × S2, hence M is of the required form.
In the second case, note that s is nilpotent, by Corollary 4.2.3. Determine m ∈ N such that rm = 1
and N ∈ N such that sN = 0. Then (r, s)Nm = (1, 0) ∈ M. Since M is an MZ-space, we then find that
R(1, 0) = S1 × {0} ⊂M by Lemma 2.2.1, since (1, 0) is an idempotent.
Then by Corollary 2.2.4 we find that M/(S1 × {0}) is an MZ-space of (S1 × S2)/(S1 × {0}) ∼= S2.
Let M2 := {m2 ∈ S2 | ∃s1 ∈ S1 : (s1,m2) ∈ M}. Then one readily verifies that M = S1 ×M2 and
M2
∼= M/(S1 × {0}).

The third case is of course similar to the second case.

Note that there are MZ-spaces that satisfy both r(M) ⊂ n(R) and M = M1 × M2. For example
M = n(R), as then M is an ideal and we know that M = I1 × I2 for ideals I1, I2.

To show the usefulness of this theorem, we shall give an example that explains how we can determine
all MZ-spaces. Before that, we have another proposition, of which part (i) is a partial converse to
Proposition 4.3.3.

Proposition 4.3.6. Let R be a ring and M a Z-linear subspace of R. Write n(R) for the set of nilpotent
elements of R and E(R) for the set of idempotents of R. Then

(i) If r(M) ⊂ n(R) then M ∩ E(R) = 0.

(ii) If r ∈M is such that there exist e ∈ E(R) \ {0} and n ∈ N such that nr = e then r(M) 6= n(R).

Proof. (i) If r(M) ⊂ n(R), then e 6∈ r(M) for every non-zero idempotent. Suppose M ∩ E(R) 6= 0.
Determine e ∈ M idempotent and non-zero. Then en = e for all n ∈ N. Hence e ∈ r(M), a
contradiction.

(ii) Suppose that there exists an r ∈ M such that nr = e as described. Then since M is additive, we
have e ∈M. But then by (i), we find that r(M) 6⊂ n(R).

Now we have all the tools we need for our example.

Example 4.3.7. Let R := Z/2Z × Z/4Z be our ring of interest. Since it is a product of two local rings, we
have four idempotents:

(0, 0), (0, 1), (1, 0), (1, 1)

and nilpotent elements
(0, 0), (0, 2).

By Lemma 4.3.1 and Example 4.1.1 we find that MZ-spaces are:

0 =0× 0

0× 2Z/4Z

0× Z/4Z

Z/2Z× 0

Z/2Z× 2Z/4Z
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R =Z/2Z× Z/4Z

From Counterexample 4.3.2 we know that M = {(0, 0), (1, 2)} is an MZ-space. It is clear that M 6⊂ n(R) and
r′(M) ⊂ n(R), since (1, 2)2 = (1, 0) 6∈M.

From Theorem 4.3.5 we know that we are only interested in MZ-spaces M of the form:

• M 6⊂ n(R);

• r(M) ⊂ n(R).

So by Proposition 4.3.6 (i) we are not interested in idempotent elements. So the remaining elements are

(0, 3), (1, 2), (1, 3).

Note that 3 · (0, 3) = (0, 1) and 3 · (1, 3) = (1, 1), hence by Proposition 4.3.6 (ii) we know that they cannot be
elements of our MZ-space. The only remaining elements are (1, 2), (0, 0) and (0, 2). Note that (0, 2)+(1, 2) =
(1, 0) so we cannot have both as element of our MZ-space. So the following possibilities remain:

M = {(0, 0)},

M = {(0, 0), (0, 2)},

M = {(0, 0), (1, 2)}.

The first two are product spaces, while we have also already met the third. So R has exactly 5 MZ-spaces.

We further remark that it is essential in Theorem 4.3.5 that all groups of units are finite. A general-
ization could be found in the following theorem:

Theorem 4.3.8. Let R ∼= R1/m
k1
1 × R2/m

k2
2 be an Artin ring such that R∗ is finite. If M is an MZ-space of

R, then either r(M) = n(R) or M is of the form M1 ×M2 where each Mi is an MZ-space of Ri/m
ki
i .

The proof would carry over verbatim. However, since there are no infinite Artin rings with a finite
unit group, as we prove in the following lemma, it is actually equivalent to the previous theorem.

Lemma 4.3.9. Let R be an Artin ring such that R∗ is finite. Then R itself is finite.

Proof. By the Structure theorem for Artin rings, we may assume that R is a local Artin ring. Let m be
its maximal ideal. Note that R \ m = R∗ is finite. Also, by Corollary 4.2.7, we find that any element
x ∈ m is nilpotent. Since 1 + x ∈ R∗ for every nilpotent x, and R∗ is finite, we find that m is finite.
Hence R = (R \m) ∪m is finite. 4

A true generalization can be found by relaxing the conditions a little further.

Theorem 4.3.10. Let R ∼= R1/m
k1
1 ×R2/m

k2
2 be an Artin ring such that every element in R∗ has finite order.

If M is an MZ-space of R, then either r(M) = n(R) or M is of the form M1 × M2 where each Mi is an
MZ-space of Ri/m

ki
i .

Certainly, the proof carries over verbatim again. However in this case we do have infinite rings that
satisfy the hypothesis.
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Example 4.3.11. Consider the chain of inclusions

F2 ⊂ F4 ⊂ F64 ⊂ . . .

Then we define F2 :=
⋃∞
n=1 F2n! . This is the algebraic closure of F2. This is an infinite field, so it is certainly a

local Artin ring. Furthermore, it is infinite, hence it has an infinite number of units. For every unit x we can
determine n such that x ∈ F2n! , hence the order of n is a divisor of 2n! − 1, thus finite.

Note that for any p prime we can determine all MZ-spaces of Fp with the same argument as we did
for Fpn . Precisely, r′(M) = {0} for any Z-linear subspace M of Fp that does not contain 1 by the same
argument as in Lemma 4.1.2, hence all Z-linear subspaces of Fp are MZ-spaces, as well as the entire
ring Fp itself.
Next, we shall prove a theorem that generalizes Theorem 4.3.5 by means of larger products. But first,
we need some discussion. Recall the structure theorem for Artin rings, that says that we can write
any finite ring R as:

R ∼= R/mk
1 × . . .×R/mk

n.

So if we can prove a general theorem for rings of the form

R ∼= R1/m
k1
1 × . . .×Rn/m

kn
n , (4.1)

where the mi ⊂ Ri are maximal, then this is a lot more general than needed. It is very useful, however,
to prove it in this form. For if we have a ring like in Example 4.3.7, then it is not of the first form. Or
for example if

R ∼= Z/4Z× Fp[X]/(X2).

Then we can immediately apply the theorem, which saves a lot of work.
Secondly, if M is an MZ-space of R (when written in the form of 4.1) and we have an element
(r1, . . . , rn) ∈ r(M) \ n(R), then we can again (like in the proof of Theorem 4.3.5) determine some
natural number N such that (r1, . . . , rn)N = (∗, . . . , ∗) where ∗ ∈ {0, 1} depending on whether ri
nilpotent or invertible. By Corollary 2.2.3 we may then as well assume that the 1s occur in the first
positions, while the 0s occur in the last positions, i.e.

(r1, . . . , rn)N = (∗, . . . , ∗)→ (1, . . . , 1, 0, . . . , 0)

as we can interchange the factors of R.
Lastly, we have the following example, to show that we cannot generalize Theorem 4.3.5 trivially as:

False Theorem. Let R ∼= R1/m
k1
1 × . . . × Rn/m

kn
n be a finite ring. If M is an MZ-space of R, then either

r(M) = n(R) or M is of the form M1 × . . .×Mn where each Mi is an MZ-space of Ri/m
ki
i .

Counterexample 4.3.12. Let R := Z/2Z× Z/4Z× Z/4Z. Then the Z-linear subspace M defined by

M := {(0, 0), (1, 2)} × Z/4Z

is not of the form M1 ×M2 ×M3 and it is not of the form r(M) ⊂ n(R), since (0, 0, 1) ∈M. By Lemma 4.3.1
we see that it is indeed an MZ-space.

Now for the true theorem and afterwards, we will correct the previous counterexample.
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Theorem 4.3.13. (Classification-Reduction Theorem) Let R ∼= R1/m
k1
1 × . . .×Rn/m

k1
n be a finite ring, with

the mi ⊂ Ri maximal. Write Si := Ri/m
ki
i . If M is an MZ-space of R, then M is of one of the following forms:

• r(M) ⊂ n(R);

• ϕ−1(Si1 × . . .× Sil ×Mjl+1...jn)

where ϕ : R→ Si1 × . . .× Sil × Sjl+1
× . . .× Sjn is a canonical isomorphism and Mjl+1...jn is an MZ-space of

Sjl+1
× . . .× Sjn .

Proof. Suppose that M is an MZ-space of R such that r(M) 6⊂ n(R). Let x ∈ r(M) \ n(R) be arbitrary.
Write x = (x1, . . . , xn). Since x 6∈ n(R), there exists some i such that xi 6∈ n(Si).

Write i1 < . . . < il for the 0 < l ≤ n positions where xi 6∈ n(Si) and jl+1 < . . . < jn be the remaining
positions. Write

R′ ∼= Si1 × . . .× Sil × Sjl+1
× . . .× Sjn .

Let ϕ : R→ R′ be the canonical isomorphism.
Determine (as in Theorem 4.3.5) N such that ϕ(x)N = (1, . . . , 1, 0, . . . , 0) where there are precisely l 1s
and n− l 0s. Then R′(1, . . . , 1, 0 . . . , 0) = Si1 × . . .× Sil × 0× . . .× 0 ⊂M by Lemma 2.2.1.
Hence by Corollary 2.2.4 we find that M/(Si1 × . . . × Sil × 0 × . . . × 0) is an MZ-space of R′/(Si1 ×
. . .× Sil × 0× . . .× 0) ∼= Sjl+1

× . . .× Sjn .
Then M ∼= Si1 × . . .× Sil ×Mjl+1...jn , where Mjl+1...jn is some MZ-space of Sjl+1

× . . .× Sjn .
So ϕ−1(Si1 × . . .× Sil ×Mjl+1...jn) is an MZ-space of R.

The above proof gives a method to determine the MZ-spaces of a certain ring, that are (images of)
MZ-spaces of factors. We call those MZ-spaces productwise MZ-spaces. The MZ-spaces that have
r(M) ⊂ n(R) are determinable by the procedure stated in Example 4.3.7 using Proposition 4.3.6.
To demonstrate the above theorem, we work out the example of Z/2Z× Z/4Z× Z/4Z.

Example 4.3.14. Let R := Z/2Z × Z/4Z × Z/4Z. Then we have MZ-spaces of the form M1 ×M2 ×M3

where M1 ∈ {0,Z/2Z},M2,M3 ∈ {0, 2Z/4Z,Z/4Z}, i.e., 18 MZ-spaces (by Example 4.1.1). Note however,
that for M1 arbitrary we have

M1 × 2Z/4Z× Z/4Z ∼= M1 × Z/4Z× 2Z/4Z

and more ”isomorphic” MZ-spaces.
Next, we have MZ-spaces of the form M ′ ×M3 where M ′ = {(0, 0), (1, 2)} and M3 ∈ Z/4Z by Examples
4.1.1 and 4.3.7.
Trusting that the MZ-spaces of Z/4Z× Z/4Z with r(M) ⊂ n(R) are:

{(0, 0), (0, 2), (2, 1), (2, 3)},

{(0, 0), (1, 2), (2, 0), (3, 2)},

{(0, 0), (1, 3), (2, 2), (3, 1)},

{(0, 0), (2, 2)}

we have MZ-spaces of the form M1 ×M ′′, where M ′′ is one of the above four MZ-spaces of Z/4Z× Z/4Z.
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Then lastly, we have MZ-spaces
M̂1 = {(0, 0, 0), (1, 0, 2)}

M̂2 = {(0, 0, 0), (1, 0, 2), (0, 2, 0), (1, 2, 2)}

M̂3 = {(0, 0, 0), (1, 0, 2), (0, 1, 0), (1, 1, 2), (0, 2, 0), (1, 2, 2), (0, 3, 0), (1, 3, 2)}

where, under the isomorphism ϕ : R → Z/4Z × Z/2Z × Z/4Z we have ϕ−1(M̂1) = 0 ×M ′, ϕ−1(M̂2) =

2Z/4Z×M ′ and ϕ−1(M̂3) = Z/4Z×M ′.

We have now determined the productwise MZ-spaces. The remaining spaces are of the form r(M) ⊂ n(R). The
procedure that we need to follow to obtain them is as in Example 4.3.7. We list here the MZ-spaces obtained in
that fashion:

MI = {(0, 0, 0), (0, 0, 2), (0, 2, 1), (0, 2, 3)}

MII = {(0, 0, 0), (0, 1, 3), (0, 2, 2), (0, 3, 1)}

MIII = {(0, 0, 0), (0, 0, 2), (1, 2, 1), (1, 2, 3)}

MIV = {(0, 0, 0), (0, 2, 2), (1, 1, 3), (1, 3, 1)}

MV = {(0, 0, 0), (0, 1, 2), (0, 2, 0), (0, 3, 2)}

MV I = {(0, 0, 0), (0, 2, 0), (1, 1, 2), (1, 3, 2)}

MV II = {(0, 0, 0), (1, 2, 0)}

MV III = {(0, 0, 0), (1, 0, 2)}

MIX = {(0, 0, 0), (1, 2, 2)}

MX = {(0, 0, 0), (1, 0, 2), (1, 2, 0), (0, 2, 2)}

MXI = {(0, 0, 0), (1, 2, 0), (1, 2, 2), (0, 0, 2)}

MXII = {(0, 0, 0), (1, 0, 2), (1, 2, 2), (0, 2, 0)}

Even though many MZ-spaces can be seen to be ”isomorphic,” we have at least managed to find them all. There
are now 44 MZ-spaces of Z/2Z× Z/4Z× Z/4Z.

We now define two MZ-spaces M1,M2 of a ring R isomorphic, if there exists some ring R′ and a
ringisomorphism ϕ : R → R′ such that M2 = ϕ(M1). So for example in the previous example, the
spaces MV II and MV III are isomorphic by the isomorphism (x, y, z) 7→ (x, z, y). Counting the MZ-
spaces of Z/2Z×Z/4Z×Z/4Z up to isomorphism, we arrive at a number of 29 MZ-spaces of Z/2Z×
Z/4Z× Z/4Z.

All-in-all, if we are able to determine for all finite local rings what their MZ-spaces are, with these
two procedures, we can determine all MZ-spaces of finite rings.
For classifying MZ-spaces of finite rings of the form R/mk the following known example (see [16])
cannot be omitted.

Lemma 4.3.15. Let K be a field and f(X) ∈ K[X] be an irreducible polynomial. Then every K-linear
subspace V of K[X]/(f)k that does not contain 1 is an MZ-space of K[X]/(f)k.
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Proof. By Lemma 3.1.4 all elements of K[X]/(f)k are algebraic over K. By Corollary 4.2.3 we find
that K[X]/(f)k has only units or nilpotent elements. By Lemma 3.1.1 K[X]/(f)k has no nontrivial
idempotents.
Let V be a K-linear subspace of K[X]/(f)k with 1 6∈ V. Then 0 is the only idempotent of K[X]/(f)k in
V. Now since K[X]/(f)k · 0 = (0) ⊂ V, we find that this subspace satisfies the hypotheses for Zhao’s
Theorem (2.2.5). Thus V is an MZ-space of K[X]/(f)k. 4

Lastly, we note that the generalizations of Theorem 4.3.5 carry over to Theorem 4.3.13 as well. So we
have:

Theorem 4.3.16. Let R ∼= R1/m
k1
1 × . . . × Rn/m

k1
n be an Artin ring, with the mi ⊂ Ri maximal, such that

every element in R∗ has finite order. Write Si := Ri/m
ki
i . If M is an MZ-space of R, then M is of one of the

following forms:

• r(M) ⊂ n(R);

• ϕ−1(Si1 × . . .× Sil ×Mjl+1...jn)

where ϕ : R→ Si1 × . . .× Sil × Sjl+1
× . . .× Sjn is a canonical isomorphism and Mjl+1...jn is an MZ-space of

Sjl+1
× . . .× Sjn .
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